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1. Introduction 

In 2007, the efforts for research and development on predictability in LACE have been focused on developing and implementing the ALADIN LAEF system; investigating perturbation methods; dynamical downscaling and verification for LAMEPS; and participating on international project like GLAMEPS. In the following, the fulfilment of the plan for 2007 will be summarized after the same scheme as in the plan for 2007. Some detailed scientific results for part of the subjects will be presented at the LSC meeting.

2.  Fulfillment  of the research and development plan for 2007

2.1 Dealing with uncertainties in initial condition

· ALADIN Singular Vector (SV)

Description and objectives: The aim is to generate ALADIN native singular vector perturbations and to build LAMEPS runs on them. The work has already been started with  validation of the configuration 601 in the current cycle of ALADIN in HU. In 2006 the very first results have been achieved. In 2007, tests and validation of perturbations generated by ALADIN singular vectors will be carried out. Work on singular vectors would be to deeply validate the singular vector computations for ALADIN (from the scientific point of view) and to inter-compare their results to global (possibly ARPEGE and IFS) counterparts with possibly different horizontal resolutions. At the next stage perturbations should be computed from the singular vectors and those perturbations should be used as initial conditions for a limited area ensemble prediction system. The proposed work can be considered as contribution to the GLAMEPS.

Realization: Budapest
Efforts: 5/13 months
Contributors: Hágel, Horanyi, Mladek
Documentation: LACE report by Mladek
Work has concentrated on the one hand on technical issues (e.g. CPU and memory usage were analysed). In the laboratory phase of the GLAMEPS project everything will run at ECMWF (on the supercomputer HPCE) therefore all the necessary components of running the singular vector configuration had to be installed and tested there. (At the same time the configuration was tested on the new supercomputer of Météo-France.)

On the other hand experiments were made to test the sensitivity with respect to the choice of optimization time (12 and 24 hours were tried) and also with respect to the resolution (22 and 44 km were tested) used during the singular vector computations. All the necessary files were created on the GLAMEPS domain, but due to the high computational costs, the (smaller) LACE domain was used as optimization area.

All these experiments are going to be further evaluated from the meteorological point of view. 

Part of this work was realized during the one month stay of Richard Mladek in Budapest .

There are also efforts on study of technical feasibility of  semi-Lagrangian SV computation done at CHMI by Mladek.

· Blending ARPEGE/ECMWF global perturbation and ALADIN perturbation

Description and objectives: The idea is using ALADIN spectral blending technique to combine the large-scale uncertainty from the ARPEGE/ECMWF EPS system with the small-scale uncertainty generated by Breeding in ALADIN. It is expected that, 1). this can be reducing the inconsistency between the different perturbation method used in global ensemble system which determine the perturbation at the boundaries and the initial analysis perturbation method used in limited area ensemble prediction system, 2). small-scale uncertainty in analysis will be more detailed described, furthermore, 3). The future uncertainty generated by SV and the uncertainty in the history generated by Breeding are all presented in the analysis. In 2006, the basic system for blending has been implemented. In 2007, the work will be continued for test the performance of the blending perturbation. The main efforts will be on tunning the small scale part of the uncertainty.

Realization: Vienna
Efforts: 1.5 / 5 person x month (1 months LACE stay, Bellus)
Contributors:  Bellus, wang
Documentation: in preparation by Bellus
The software of blending ECMWF global SV perturbation and ALADIN native Breeding or ETKF/ET perturbation  has been developed and installed on the new computer NEC in 2007. Tests for a two day case study has been carried on, in which we have got the expected results.  
2.2 Dealing with uncertainties in lateral boundary conditions
Description and objectives: For investigating the uncertainties in the lateral boundary conditions, it is planned that research works will be done on: 1) specifications in the coupling methods, impact of the tunning parameters in the methods; 2) formulations of the coupling methods, like Davies, spectral coupling; and 3) the lateral boundary condition itself. More detailed description on this work will be available soon.
Realization: Bucharest
Efforts: 0.25 / 2 person x month
Contributors: Radu
Documentation: not available
Work has been started, for example, the implementation of spectral coupling method in cy32t1. 

2.3 Dealing with uncertainties in model physics 
Description and objectives: To deal with the uncertainties in the model physics, the different model physics schemes will be used, especially those schemes available in ALARO-0. In addition, the free parameters in the model physics scheme will be also changed. This work is similar as the one has been done in Vienna in 2006. To avoid any doubled work, the exchange of the information will be needed.

Realization: Bucharest
Efforts: ? / 3 person x month
Contributors: Tascu
Documentation: not available
This work is ongoing, no results yet.

2.4 Dynamical downscaling of ECMWF EPS

Description and objectives: The computational framework for dynamical downscaling the ECMWF EPS members with ALADIN at ECMWF has been started to implement in 2006. A part of the work necessary to establish the facility to run ALADIN – a deterministic run as well as ensemble runs – on the high performance computing facility at ECMWF has been done. However, still much additional work is needed until a technically working ALADIN system becomes useable and enables the conduction of case studies and performance tests. Further, some interesting case studies will be investigated at home services. Different tests on ALADIN dynamical downscaling of ECMWF EPS will be also done. Coordination with the ALADIN ECMWF special project (Fischer, Kertesz) for technical works at ECMWF is needed. This work is strongly related with the LACE contribution to GLAMEPS project.
Realization: Bucharest, Zagreb, Vienna, Budapest
Efforts: 11 / 15 person x month (1 month LACE stay, Ivatek-Sahdan, 1 month ALADIN stay, Ferreira)

Contributors: Ivatek-Sahdan, Brankovic, Matjacic, Kann, Wang, Wittmann, Wimmer, Tascu, Ferreira
Documentation: ALADIN newsletter 32, ECMWF technical memorandum 507, a paper submitted for publication in Meteor. Applications by Brankovic, Ivatek-Sahdan etc., report by Ferreira
Much efforts has been put on the development of LAEF and its implementation. The LAEF system is now in pre-operational use, and its products are available to all the LACE partners on LACE home page. Improvement and optimisation of the LAEF system have been also carried on, for example,  to start the SMS use and the work on surface blending for removing the strong bias in the LAEF system. The software and scripts for clustering, with which the representative ECMWF EPS members are chosen, has been implemented on HPCE.

2.5 Common EPS verification

Description and objectives: A common verification package is very necessary and useful for LAMEPS research and development. A proposal for the common verification package, like definitions of the common domain, data format, verification scores, verifying parameters, the truth (observation or analysis), and so on, has been made. Works on the source code has been started, and parts of the work are finished in 2006. The continuation of the implementation of the verification package will be done in 2007, in particular, the work will be concentrated on the verification of surface parameters, e.g. precipitation. Coordination/contribution from Data Manager with issues, like GRIBII, is expected. Coordination with RO colleagues on verification subject will be set up.

Realization: Vienna, Bratislava, Prag
Efforts: 3 / 5 person x month (1 month LACE stay, Kann)
Contributors: Kann, Wang, Bellus, Spaniel, Vivoda, Mladek
Documentation: LACE stay report, will be put on LACE homepage soon by Kann 
Remarkable progress has been made on the common verification package. This package can be used for verification not only the upper air parameters, but also the surface one. There are several choices for using surface observations and choices of reference for the skill scores.
2.6 Dynamical downscaling of ARPEGE EPS

Description and objectives: Evaluation of 18 cases with the largest model errors in precipitation forecast over Czech Republic from the period 2003-2006. It was found that no real improvement in the recent studies related to the direct dynamic downscaling of global EPS by the ALADIN with high resolution. In this study we are trying to evaluate the influence of such downscaling on the more specific situations where ALADIN had the biggest problems with precipitation forecast during last three years. Only the days with RMSE (average of 33 czech synoptic station) bigger than 10mm  are chosen for the study. The global ensemble forecasts are recomputed starting from ARPEGE global analyses with spectral resolution T358. The downscaling is done by model ALADIN with 9km horizontal resolution and 43 vertical levels. Exactly the same model settings both for global and local models are used for all cases to have consistent forecast result (29t2mxl = "prague" physics). Evaluation, verification of the results and hydrological study with the  ALADIN precipitation forecast  as  an input  for hydrological model will be done.

In Bucharest, there is also plan to work on dynamical downscaling of ARPEGE EPS. The detailed plan from RO will be available soon. Coordinated work and exchange of information on this subject among the partners is needed.

The dynamical downscaling of ARPEGE EPS skill will be analysed for few relavant cases by using all members of the system. As well we are intererested in the use and development of a clustering tool for the current operational Aladin-Romania domain in order to asses the systematic behaviour of the system.

Realization: Prague, Bucharest, Budapest
Efforts: 2 / 3 person x month 

Contributors: Mladek, Tascu, Hagel
Documentation: ALADIN Newsletter 32

To evaluate the influence of the PEARP downscaling on the specific situations where local model had the biggest problems with precipitation forecast for Czech republic during last three years,  the probabilistic verification of 6 and 24 hour cumulated precipitation for 17 chosen cases has been done. The aim of the study is to find out if the downscaling of the global ensemble forecasts by the local model can improve precipitation forecast for those difficult situations and to compare resulting probabilistic forecasts of ALADIN model to the global ones provided by ARPEGE model. It is shown that the direct downscaling in our test cases made worse most of the computed probabilistic scores. It can be said further that there is prevailingly no real improvement neither quantitative nor qualitative when exploring each case individually. The best results are obtained with the combination of both model ensembles global and local.

A quasi-operational short-range, limited area ensemble prediction system is to be set up at HMS using ARPEGE ensemble members as initial and lateral boundary conditions. The necessary script system as well as the tools for visualization and verification are ready, the only question to be solved is the delivery of the ARPEGE coupling files. 

2.7  EPS post-processing

Description and objectives: The task is to work on the optimisation of the ensemble performance by implementing a REA (Reliable Ensemble Averaging) method and on the ensemble verification. A set of representative cases will be selected for the study of EPS solution and the corresponding available observation data will be collected. More details on the subject will be provided soon.

Realization: Bucharest
Efforts: 2 person x month
Contributors: Tascu
Documentation: not available
This work is not touched yet.

2.8  Multi-model EPS

Description and objectives: This is to develop a multi-model EPS with using different models implemented at Bucharest, ALADIN, HRM and LM.

Realization: Bucharest
Estimated efforts: 0.5 / 2 month
Contributors: Mihaela Caian, Simona Tasu
Documentation: not available
For multi-model EPS exists a date base for ALADIN, HRM, LM models from the begining of this year and the implementation in operational has been started. The MM5 model will also be available soon. Some tests are made for the 25aug-28aug 2006 period, using Talagrand diagram for spread measure, reliability and Roc diagrams specific measures for precipitation verification. For 2007 some cases were selected.
3 International collaboration / participation on projects related with LAMEPS 

3.1 Participation and development of a Grand Limited-Area Model Ensemble Prediction System (GLAMEPS)

Description and objectives: Within ALADIN and HIRLAM partners, the GLAMEPS project has been started in 2006. The version 0 of GLAMEPS has been designed. As one of the partner in GLAMEPS, LACE will contribute to the project on many aspects, like dynamical downscaling of ECMWF EPS, study on singular vector, technical work at ECMWF, and so on.  Coordination and planning work on GLAMEPS with HIRLAM will be conducted.

Realization: Vienna, Prague, Budapest, Zagreb, Bucharest
Efforts: 1 month / 4 person x month (0.5 month LACE funding for Working Week etc.)
Contributors: Colleagues of CRO, HU, CZ, RO and AT
Documentation: A short report is available by Horanyi
Works on GLAMEPS have been done: 1) One 22 km resolution and two 44 km resolution integration domains (on Lambert projection) and a latitude-longitude post-processing domain were created. 2) Based on LAEF Scripts, technical enviroment for ALADIN/LACE contribution to GLAMEPS has been set up. 3) first work on visualisation, post-processing and verification of ALADIN EPS  has been done during the GLAMEPS working week.

Annex 1:   WG Predictability Research and Development 

Fulfillment of  2007 / status and means

	Subject 1: Uncertainty in initial conditions



	
	Action
	Status


	Person x months


	LACE Funds

	
	SV
	ongoing
	5 months / 13 months

        
	1.0 month

	
	Blending


	ongoing
	1.5 months / 5 months


	1.0 month




	Subject 2: Uncertainty in LBC and model physics



	
	Action
	Status


	Person x months

Realized/Planned


	 LACE Funds

	
	LBC
	ongoing
	0.25 month / 2 months

        
	no

	
	Physcis


	ongoing
	? / 3 months


	no




	Subject 3: Downscaling, verification, etc.



	
	Action
	Status


	Person x months

Realized/Planned 


	LACE Funds

	
	ECMWF EPS downscaling
	ongoing


	11 months / 15 months


	1 month

	
	ECMWF EPS downscaling
	Finish
	1 month / 1 month
	No

	
	Common verification


	ongoing
	3 months  / 5 months


	1 month



	
	ARPEGE EPS  downscaling 


	ongoing
	2 months / 3 months


	no

	
	EPS postprocessing


	Not touched
	0 months


	no


	Subject 4: Participation on international research projects



	
	Action
	Status


	Person x months

Realized/Planned


	LACE  Funds

	
	GLAMEPS
	ongoing 
	2  months / 4 months
	0.5 month

	
	B08RDP


	ongoing 


	6 months / 0 month


	no



	
	MAP D-Phase


	ongoing 
	2 months / 0 month


	no




	Summary of means and LACE Funds



	
	
	
	Person x months

Realized/Planned


	LACE  Funds

	
	TOTAL
	 
	33.75 / 51 months
	4.5 months




