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1.
Introduction

Within RC-LACE, the working group on predictability research and development aims at establishing a limited area ensemble forecasting (LAEF) system based on ALADIN. With the aid of case studies and further considerations on the technical as well as the scientific framework, it is a medium-range goal to enable operational limited area ensemble forecasts in the next years.

One out of several ideas on how to introduce the initial uncertainties for the individual ensemble runs is to “provide” them on a larger scale, i.e. via the coupling process with a global forecasting model. For the conversion of this idea, however, a new coupling possibility for ALADIN has to be created with the ensemble prediction system (EPS) of the ECMWF/IFS global model.

Some efforts have already been done on this field by the LACE countries’ national weather services, especially at the Hungarian Meteorological Service (OMSZ). The goal of my two-week stay in Budapest was to do some further preparative work on creating a possibility to run the complete ALADIN model – the “standard” deterministic run as well as ensemble runs – on the ECMWF high performance computing facility (HPCF). The main emphasis of my work was on technical and not so much on scientific aspects, as a technically working ensemble forecasting system is necessary before many scientific aspects can be addressed at all.

Chapter 2 of this report provides a brief overview of the present status on which my work during this stay was built. Chapters 3 and 4 outline the path from this present status to a technically working ALADIN LAEF system and describe the success as well as the difficulties I had when following a part of this path. In chapter 5, I list some rather disordered thoughts on the methodology of ALADIN LAEF which have come into my mind during these two weeks and which may act as a starting point for some further discussions. Chapter 6 presents a brief conclusion.

2.
Present status

Following steps have to be executed to run ALADIN with IFS boundary conditions:

· Retrieve the IFS forecast data from the MARS archive (in .grib format);

· Run configuration 901 to convert these .grib-files into an ARPEGE file (with IFS geometry);

· Run configuration 927 to produce boundary conditions for ALADIN from the ARPEGE file;

· Run configuration 001, the actual model integration.

Three different packages of scripts / programs were available to conduct this chain of steps:

(1) Sándor Kertész, HMS, has created a script to produce boundary conditions for ALADIN from the deterministic IFS model run. This script retrieves the necessary analysis and forecast data from MARS archive and runs the configurations 901 and 927 subsequently (also on HPCF).

(2) Ulf Andrae, SMHI, who has some experience with running ALADIN on HPCF has provided me with a complete ALADIN pack which should make it possible to execute also configuration 001 on HPCF.

His choice of boundary conditions, however, was not suitable for my purposes because they were taken from HIRLAM and directly interpolated onto the ALADIN geometry without using configuration 901 (i.e., the intermediate step of an ARPEGE file).

(3) Whereas (1) and (2) concern a deterministic ALADIN run only, the Hungarian colleagues have already conducted some case studies with ALADIN ensemble forecasts initialized with IFS EPS boundary conditions. They could find out that these ALADIN ensemble forecasts showed slightly better forecasting skills than the “pure” IFS EPS forecasts (Szintai and Ihász, 2006).

For the computation of these ensemble forecasts, a FORTRAN program written by Balázs Szintai condenses the EPS information into 10 clusters for each of which a representative member is chosen. Each representative EPS member, in turn, supplies the boundary conditions for the corresponding ALADIN run. This approach has been inspired by the COSMO limited area ensemble prediction system computed at ECMWF (Marsigli et al., 2005).

However, for these case studies only the MARS data retrieval was done on HPCF and all the consecutive steps – configurations 901, 927 and 001 – were performed on a local workstation. So it was another task for me to transfer the whole chain of processes onto HPCF, too.

Combining (1) to (3) and installing everything on HPCF, it should become possible to compute an ALADIN deterministic forecast run as well as ALADIN ensembles on HPCF.

3.
About my work

My plan was first to adapt the above-mentioned program packages for my purposes respectively for the usage on HPCF, then to test the computation of an ALADIN run based on the boundary conditions of the IFS deterministic run with (1) and (2), and finally to test the computation of ALADIN ensemble runs based on IFS EPS boundary conditions with (3) and (2).

Concerning the adaptation of (1), there was not too much to do as Sándor’s scripts worked smoothly. It was mainly a matter of setting new paths for my experiment, adapting the namelist for the model domain – I produced boundary conditions for the LACE as well as for the new LAEF domain – and finding proper wall_clock_limits (i.e., the allowed maximum running time) for each of the processes. All in all, it was no problem to produce boundary conditions from IFS.

Concerning (2), the installation of Ulf Andrae’s ALADIN pack did not cause any major problems, either. Ulf Andrae has already incorporated the 001 and Fullpos masterscripts into a set of job command files which are necessary for the “LoadLeveler” batch job scheduling application used on HPCF. Besides the usual re-definition of paths according to my own purposes, I mainly had to adapt the scripts to abandon the HIRLAM boundary conditions and to use the IFS-generated boundary conditions produced with (1) instead.

Concerning (3), I had to transfer the whole set of scripts to HPCF and imbed them into job command files, too. The clustering algorithm turned out to work properly also on HPCF and enabled me to create a set of boundary conditions files for each of the intended 10 ALADIN ensemble runs.

Although in the meantime each of the three script packages can be successfully executed on its own, the time of my stay has turned out to be too short to remove two error sources that still prevent the successful chaining of these packages. Presumably, some more weeks of work – and maybe also some further expert consultation – is necessary to complete this “technical” work. I will list these open points and possible solutions in the following chapter.

4.
Open points

· When running configuration 001 on HPCF initialized with the boundary conditions of the deterministic IFS run generated by (1), there is still an abort before the first integration time step.

Despite the help from my Hungarian colleagues, I was not able to find the source of this error. However, we assume an inconsistency in the boundary condition files to be the cause as the configurations 901 and 927 are executed with namelists for ALADIN cycle 28 whereas the ALADIN pack used for configuration 001 is cycle 30. Unluckily, neither in Austria nor in Hungary there is a lot of experience with namelists for cycle 30 present. I will try to tackle this problem back in Vienna with the help of my colleagues; if it turns out to be necessary, we may also consult some foreign “namelist experts”. Maybe either Ulf Andrae (who is, however, on holidays until mid-August) or some colleagues from Toulouse can help.

The same abort concerns most likely the IFS EPS boundary conditions obtained from (3), too, but has so far been concealed by another problem (see below).

· Some soil parameters necessary for the ALADIN boundary conditions are not stored in the MARS archive, neither for the deterministic IFS run nor for the IFS EPS runs, but just for the analysis.

For the case studies conducted by the Hungarian Meteorological Service, this problem has been bypassed by extracting these missing data from the ARPEGE climate files and adding them to the ARPEGE file after running configuration 901. This solution is perhaps the most sophisticated one but its implementation on HPCF would be quite laborious.

I am thinking of a simpler (transitional) solution similar to the one used for creating the boundary conditions from the deterministic IFS forecast in (1): Here, this problem has been solved by reading the missing information from the analysis and then appending it to the .grib-files for each of the forecast time steps which is easily possible as the analysis and the deterministic forecast have the same resolution. If the same procedure is used for the EPS runs, however, some post-processing of the analysis data is needed to reduce their resolution. I will hopefully find some time to continue my work on this point during the next weeks.

5.
Some thoughts on methodology

· The solution concerning the soil parameters presented in the previous paragraph is meant to be a fast and transitional one to get the whole system going. The question how to make the IFS surface parameters more consistent with the ARPEGE orography remains open. One suggestion circulating in our working group is to apply a blending method but I am waiting for further ideas and suggestions…?

· The clustering routine placed at my disposal by Balázs Szintai deals with the EPS members of two consecutive initial dates (“super ensembles”) which means that it is not 50 but 100 individual ensemble runs which are condensed into 10 clusters. From a methodological point of view, this is a quite comprehensible approach as 100 ensemble members enlarge the forecasts’ spread (which is known to be too small in many cases).

When thinking towards operational ALADIN ensembles in a later stage, I am, however, not sure any more whether this advantage wouldn’t be overcompensated by the drawback of using overaged model information. Due to the shorter initialization time of ALADIN compared with IFS, the “younger” IFS EPS members to be used would already be more than 12 hours old (e.g., the previous day’s 12z runs for a 00z ALADIN initialization) and the “older” ones even more than 24 hours.

Anyway, this question is just a methodological one as it means only a little further effort to install and test both options to have a straight comparison.

· The clustering process works as follows: At the beginning, each of the 100 IFS EPS members are considered as separate clusters; then the number of clusters is decreased iteratively by calculating the so-called “distance matrix” between all clusters and then merging the two closest ones into a single cluster. These steps are repeated until only 10 clusters remain (Szintai and Ihász, 2006).

The meteorological parameters used for the clustering process are the geopotential, the relative humidity and the two wind components at three isobaric levels (500 hPa, 700 hPa and 850 hPa), totalling to 12 clustering parameters. The different range of values for these parameters means that standardization is necessary for comparing them. For the case studies conducted at the Hungarian Meteorological Service, this standardization has been performed with the help of monthly climatological means and standard deviations which have been computed in advance from the whole set of IFS analyses for the month of each case study. This, however, means that such “climate files” are existing only for several selected months right now and that they are different each year for a given month.

I would rather prefer to reduce the clustering parameters to the geopotential only (as it is the case for the operational IFS EPS clustering, too!). This constriction makes standardization redundant, meaning that we do not have to bother how to get appropriate “climate files” and reducing the computational power and the complexity of the program a little bit (though the latter two are no major points, as the program is written very well and its execution takes not more than a minute). Furthermore, parameters like humidity or the wind components should be very dependent on certain geopotential features and thus are for my opinion not too likely to reveal any additional information not yet already present in the geopotential fields.

However, also for this point the decision is not up to me only, and I am eager to receive some other opinions, suggestions and ideas.

6.
Conclusion

During my stay in Budapest, I was able to accomplish a large part of the work necessary to establish the facility to run ALADIN – a deterministic run as well as ensemble runs – on the high performance computing facility at ECMWF. However, still some additional work is needed until a technically working ALADIN LAEF system becomes useable and enables the conduction of case studies and performance tests.

Besides two major technical questions (listed in chapter 4) that have to be faced during the next weeks / months, there also exist several methodological questions showing that the best way to create limited area ensemble forecasts is not at all found yet. A selection of these methodological questions has been presented in chapter 5 and is awaiting further answers. Maybe this report can also act as a foundation for future discussions on that topic.
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