Minutes of the 1st Interoperability meeting (to decide the standard output format)

ECMWF, Reading, UK Dec 1st to 3rd 2008

Day 1 (December 1st 2008)
Stuart Bell (chair, day 1) asked the room whether or not they would accept the agenda as presented. This was met with agreement.

Agenda Item 3
He then went on to have a quick round the table summary of resources allocated by each consortium. 

ACTION: Each consortium to make people actually doing the work known to the Programme Manager (hereafter PM) when available. 

Agenda Item 4
Rachel North (PM) then presented a summary of the programme deliverables and milestones, stating that EUMETNET Council had requested the extra deliverable: that a long-term software sustainability plan be put in place. In addition, the decisions that had already been reached were presented. The only decision made thus far is that to use GRIB2 as the underlying file format. 

On the third deliverable the question was asked about the exchange of data and how this could work in practice. Terry Davies (hereafter TD) replied that bilateral agreements could be used to cooperate (this project lays the groundwork for them to decide).  If a more formal agreement needed to be set up as a result, then 

Martin Miller (hereafter MM) suggested the work for D3 would result in duplication. Stuart Bell suggested that whilst there would be generic subroutines, it was not feasible to suggest having a generic adaptor.  Regarding the sustainability plan, Stuart Bell remarked that more important than a sustainability plan was a communications plan. As Responsible Member the Met Office would set up a web page so that information could be collected together.

ACTION: PM to set up web server to access project related information.

With respect to the GRIB2 decision already having been taken, TD remarked that this was the only format close to meeting project requirements.  It was noted that GME has an icosahedral triangular grid which cannot be coded in GRIB1. A DWD proposal for coding this data format in GRIB2 has been put to WMO. Baudouin Raoult (hereafter, BR) added that a proposal for a grid to be provided as an irregular list of points had been put to WMO. GRIB2 compresses well, is a WMO recognised standard and is extendable. These were the 3 reasons for choosing GRIB2 format for the underlying data format for the standard. He also mentioned that ECMWF were working on a new interpolation package which should have full support for rotated grids. BR noted that GRIB2 can code properly grids where the directional increment is a repeating fraction, for example, the MO grid where the increment in one direction is 0.56 recurring. He also pointed out that GRIB2 can do everything that GRIB1 could do. It has room for 0-65,000 grids, but currently only 5 or 6 different ones are utilised. It must be noted though that GRIB is essentially 2D – vertical is attribute of the model only. In ECMWF’s case the coefficients are stored within the headers to allow users proper access.  Basically, GRIB2 is an envelope. We need to agree parameters and geometry to fully define the format. The latter will influence the former. 
Ulrich Schättler (US) remarked that the DWD GRIB2 grid proposal was currently in the status “Accepted for consideration”.

At this point TD raised the issue there had been trouble agreeing the archiving format for the TIGGE-LAM project. Tiziana Paccagnella (TP) replied that GRIB2 was not the problem. The issue with the USA is that they don’t have resources to put into changing the output from the model into the archiving format, and they just want to keep what they produce as it is.  BR explained some more detail about this, and stressed that this is a resource issue on their part. TP explained that she tried to stimulate another format proposal but that the US could not move from their current position. She noted that if it was impossible to get worldwide agreement, then it could be possible to get localised ones. No-one foresaw that situation occurring here.

Ryad El Khatib (REK) pointed out that moving from GRIB2 to netCDF as the underlying file format at some future point in time would require format converters to be written. BR pointed out that netCDF only has 1 time dimension so far and there is currently no differentiation between run time and forecast time. Like XML there is a need to agree on parameter names and units, but that the CF convention already exists to address this issue.  BR thought that there would be similar issues with both file formats. 
Agenda Item 5
Rachel North presented a quick summary of where the SRNWP Verification programme was, stating that a proposal was due to be discussed at the forthcoming EUMETNET Council meeting. This had been designed without an explicit dependence on the SRNWP Interoperability Programme deliverables (initially due to use GRIB1 format for data exchange), but that the success of Interoperability obviously made future progress with the Verification project easier.

TP presented a summary of the TIGGE-LAM current situation. She explained there were to be 2 phases to the LAM-EPS output. The first, which is currently being discussed involves archiving of high priority parameters to allow primary scientific investigations. They have adopted a common grid: regular lat-lon with 0.1° horizontal resolution, since this is high enough to avoid wasting information during interpolation. This was followed by a slide showing what output from each participating centre was being archived at   ECMWF, NCEP and CMA.  REK suggested adding the physical meaning of the variable to the information. The general idea of the second phase is to implement a distributed archive, where the Interoperability decisions could be adopted. With regard to initial and boundary conditions TP noted that full resolution fields were preferred from global models. 
Agenda Item 6

Rachel North presented a review of progress with milestone 1.  During the presentation discussion turned to the idea of getting a detailed list of the interpolations which are currently  supported by the consortia. 
ACTION: PM. Get a detailed list of interpolations which are currently supported within the consortia. 

Alfred Hofstadler (AH) asked about resources required to run these interpolations. For example, the IFS conversion to Arpege. What resources did it need? What about CPU time? Number of processors? How long it takes? On a PC, or supercomputer? There is also a telecommunications issue here.  A discussion followed on the necessary resources required for effective data exchange, and what needed clarifying (file sizes etc.).  TD commented that it was important to stipulate a maximum geographical area to support. Primarily it should be Europe – this is a project for exchange of limited area model data. BR noted that where the software runs is important. Does the data provider do part of the processing? TD pointed out that we have deliberately avoided this question so far. A working arrangement should be the next step. There has to be agreement to do it, or to pay for it. SB commented that it has to be done on a donor centre, user centre basis.  US explained how DWD do this currently. 
 ACTION: Uli Schättler to get German perspective (in discussion on providing resources to run adaptors at the global centres – providing resource to create initial/boundary conditions for LAMs).   

TD suggested that the PM should produce a table containing interpolation detail which can be updated by people other than the PM. Then people can add detail to the table. 

ACTION: PM to set-up project web pages which allow participants to interact.

ACTION: PM to produce an editable table for the interpolation detail. Put it on the web server for project information.

Agenda Item 7

Rachel North presented a draft document containing very primitive parameter lists to stimulate discussion.  This divided parameters into 3 categories. Those for forecaster visualisation/post-processing/verification, those required for starting a model forecast and finally those needed as boundary conditions.  As a result of the debate which followed, a revised document was produced (see the accompanying file, draft_parlists_v2.1.doc).

Day 2 (December 2nd 2008, chair: Terry Davies)
Day 2 started with a summary from yesterday: the data sets have 2 different functions.  We are talking about 2 different contents: 1) a format for visualisation/verification/eps, time frequency higher, resolution lower, in future may want to exchange this hourly/3 hrly.  2) the content required for initial conditions, resolution higher, time frequency higher.

As AH said yesterday: bilateral agreements, but if everyone has agreements then obviously there is a need for a more formal project to organise this. 

TD suggested that a list of current software and their scope might be useful over the next month. An example was used as the UK Met Office running with start conditions originating as ECMWF GRIB. What’s currently being used in production/development? Data are being exchanged at the moment. What do we actually do? The SREPS example was cited here. 
ACTION: Consortia. Find out what’s currently being used in production/development. What do we actually do? For example, SREPS project. (Existing software for re-gridding) Feed this back to PM.

Discussion then followed concerning the requirements for verification and horizontal interpolation. After this the subject of grids was briefly discussed.  The point was made during this discussion that it was important that the parameter unit was as specified by WMO.  The issues of data storage and transfer of larger data volumes were then raised again.   TD commented that this project is only to set up the software. We have a requirement for everyone to put their data into the common format (and vice versa). Agree that the other model will need to know grid layout. TP said that a decision on the content, variables and format needs to be made, and that the software should be developed. The format should be managed by the converter.  AH pointed out that work would need to be done in order to adapt the software for lateral boundaries and start dumps.   
Agenda Items 1&2: Horizontal & Vertical Geometry
Decision was made to stay on the native grid. TD also asked that the project make a statement. That the project will not accommodate grids which vary with time. 

ACTION: PM. Add a statement to the programme document that the grid is one which is fixed in time.

Participants then provided information about ‘regridding’ currently done within each Consortium, and stated the horizontal projection used currently in their LAM.  BR mentioned that ECMWF are currently working on a general interpolation package, which will work with rotated lat-lon grids.  TD pointed out that each variable may have it’s own grid. Xiaohua Yang (XY) stated that the software should do any required ‘de-staggering’ and staggering. A discussion followed on the fact that staggering is essentially introducing an extra interpolation. TD then pointed out that native grid is  more important in the vertical even than the horizontal. To perform realistic NWP from data  - there needs to be no interpolation. It was agreed to use native vertical grid and for the consortia to exchange the required algorithms to deal with the vertical data. At this point TD reiterated that the meeting have agreed to put the model native grid, both vertical and horizontal, into the format, the reason being that an intermediate grid loses information. This means that every adaptor will need to know about the other model grids.  TD then pointed out that we don’t want to fix the resolution. US remarked here that we should beware because flexibility means a user can do nonsense. 
ACTION: Consortia. To exchange algorithms for vertical information.

 A discussion then followed around the format contents and data volumes and degradation. The question of whether all vertical grids can be converted to being described using A and B coefficients was then posed. If necessary, the information  The point was then made that a driving model should have a higher top than the nested model. Martin Miller (MM) then talked about holes (missing data) and their treatment.  It was then stated that we need missing data support in some way.  
Agenda Item 3: Surface Fields

TD stated we use case studies to test new model science, and it is important to run these using independent data. For example UK Met Office uses ECMWF model level data to start up experiment integrations and then a set of control integrations for comparison.  There are surface mismatches, and there are more ‘fill-in’ requirements in the surface data.  TD then asked what are the issues and what do we need to discuss here? Anton Beljaars (AB) mentioned the need to distinguish 2 things. To run the LAM from global (as initial conditions/boundary conditions) – don’t necessarily take surface parameters and interpolate them.  To cycle the LAM from one data assimilation cycle to the next.   A discussion then followed concerning specific fields, but the point was made that you can only use what you are given.  It was important to know exactly how the surface parameter was defined in the supplying model though.  XY made the point that it’s better to use LAM’s own surface fields rather than other models, and gave an example of better results coming from using the native model surface fields in conjuction with the external boundaries.  The point was then made that is easier to define standards in the atmosphere than at the surface.  The draft parameter list was then updated, and surface parameters put into different priority categories.  It was noted that the SRNWP surface Expert Team were better qualified to discuss these points. 
ACTION: PM to ask SRNWP surface ET, giving a 3 month deadline for responses, say, to find out:

a) what each model needs in terms of surface parameters.

b) What they see as an appropriate way to initialise LAMs

c) how they incorporate surface climatologies for their own model 

and how they suggest these should be handled.

ACTION:  Consortia. Find out who is responsible for the surface processing code in each LAM. To find contact points.

ACTION: All. Survey of existing surface to surface conversions. 

Agenda Item 4: Technical Session

A summary was given. The format agreed so far is straightforward - GRIB2 & native format. Each converter needs to know about every other possible model’s grid – converters are probably slightly more complex than envisaged in programme document, but we clearly need to exchange information about how people regrid. (vertical & horizontal).

It was suggested that a sample data set should be produced by each consortium, so that when the adaptors are being developed you can test whether your adaptor can read the data and it looks as you expect.  BR noted that someone should take responsibility for looking at things like geometry of field, parameter units, etc., and that it was important to have a precise set of rules. It was agreed to start from the TIGGE-LAM definitions produced so far and extend these if necessary. 

ACTION: All. Agreed to start from the TIGGE LAM GRIB2 definitions and extend from there if necessary.

BR then produced a summary diagram of what the adaptors should do.  A recommendation was made to use the ECMWF GRIB API in order to code fields into GRIB2 format. 
A deadline of March 1st was suggested for each consortium to create a sample GRIB2 dataset. ECMWF offered ftp space to host the resulting files. 

ACTION: All. All consortia to produce sample GRIB2 data set for a particular date containing both data on model levels, pressure level and surface data. 

ACTION: ECMWF will provide ftp server for sample data sets.

Discussion then followed around the practical aspects of communication (PM to set up a mailing list, action on participants to supply extra names for that list).  

ACTION: PM to set up mailing list for the interoperability programme. Try and get interop@metoffice.gov.uk
ACTION: All. Make sure PM has names for mailing list. 

Day 3 (December 3rd, chair: Rachel North)
Rapporteurs presented their summaries on the Day 2 sessions.  

US started by reviewing the sessions on horizontal and vertical aspects. The file format chosen to underpin the standard output format is GRIB2. Then there are 3 different flavours of output we require – for visualisation/verification, for initial conditions/boundary conditions, and for post-processing/backup. (N.B. AH mentioned about the figure in the proposal and arrows from the input data direct to the output data – check this. He said that you might want to bypass the model altogether. AH talked about feeding data into the ECMWF production chain. The decision was taken to stay on native grid where possible. The issue of spherical harmonics raised itself here. REK wasn’t sure we wanted to be exchanging coefficients and suchlike. We should be clear here – we are not supporting time-changing grids (e.g. adaptive mesh?)  There are other issues, the adaptors should be flexible enough to handle different resolutions. Grid staggering: you need to have the information on which grid the variable is defined.  

The problem with data volumes was raised. This will need to be addressed at some point, but I think is outside the scope of this project.  

Similar issues with vertical grid. Can all models be described with the A & B coefficient notation? US wasn’t sure about the German model.  Height of model levels was an issue – e.g. US mentioned height fields within German model. Then the problems were introduced.
Basic fields differ – e.g. orographies. Models have different tops: this leads to 2 issues. You have to make sure the driving model has a higher top, or run your model in the same configuration.  

REK summarised the discussions relating to surface aspects. There were two reasons given for using the datasets. Case studies and to be able to run a LAM using LBCs/initial conditions from another LAM or a global model. The constraint was stated that the surface fields are highly dependent on the originating model.  Two possible solutions were discussed. Field conversions, for case studies, and assimilation cycling. The agreement was made to provide in the Interoperability format any surface field relevant for surface conversion. These fields can be split into 2 categories. This topic was then finished by supplying a to-do list. The list of surface fields needs to be approved by the surface experts (this will be via the SRNWP Expert Team). There needs to be a survey of existing surface to surface conversion procedures. Interaction is requested with the SRNWP Expert Team to find agreements for the 2-way conversion procedures.  The question was raised in the session about quality control on the results of the surface field conversions. At this point in time it has to remain a question, although any information the consortia subsequently obtain can be collected by the Programme Manager.

BR summarised the technical issues session. He provided an updated graphic showing the 2-way adaptor process, and illustrating the main features of the process. The decision was taken to go with the TIGGE/TIGGE-LAM GRIB2 parameter convention (check web page for details). The session agreed to produce a sample GRIB2 dataset (one from each global centre, one from each consortium). These can be put onto the ftp server at ECMWF – they will set up directory structure for this. Then all sample data files can be accessed by each consortium.  A file naming convention (purely for these sample data sets) was suggested – model_yyyymmddhh_step_typeoflevel.grib. The level type indicator was suggested due to the production methods in use by some member states – it is easier for some to create 3 different files (ML, PL and surface) whereas for others it is easier to just create the one. 

The question of maintenance was then brought up again. RN stated that TD’s point yesterday was that if the software eventually goes into production, the maintenance issue will vanish (or rather be absorbed into the production process). Do we have timescales for this though? Or is it not this project’s problem?

XY commented that he’d like to reiterate the point made at the January discussion meeting. If the maintenance is in your interest, then there will be no issue with keeping it updated. If the maintenance is because, say, you have a bilateral agreement to supply another partner with data sets, but you are not receiving anything in turn then the emphasis is completely different and there has to be an associated cost. EUMETNET need to be aware of this.

It was then surmised that the surface fields part of the project is ambitious. The PM replied that yes this was obvious, but that as it stood this wasn’t an explicit  deliverable of the project and that surely it was better to try and reach a solution, or at least make some progress, than to not try at all.

ACTION: PM to add GRIB2 codes to parameter lists. Check with TIGGE-LAM web page.
