
High resolution experiments with the ALADIN NH dynami
sFilip Vá¬aCHMI/ONPP LACE January 12, 2012�le : settls.tex1 MotivationSin
e introdu
ing the option LGWADV=.TRUE., hereafter referred as LGWADV (i.e. hybrid prognosti
 variablebased on verti
al wind w staggered on half levels used in expli
it model while a linear model is designed witha verti
al divergen
e d based prognosti
 variable, see se
tion 3.2) it is known that this model settings o�erssuperior performan
e for the famous (and di�
ult) two bubbles experiment introdu
ed by Robert (1993).The original implementation of this hybrid option allowed only to be used for the iterative ICI time s
hemeo�ering the most robust setting for the NH dynami
s. With the introdu
tion of the se
ond (so 
alled a
ousti
)temperature to the linear model (Bénard, 2004), the SETTLS extrapolation (Hortal, 2002) with simple SIs
heme starts to o�er stable performan
e safely ex
eeding the stability of the model physi
s. As the SI s
hemerepresents also at least 30% redu
tion of the whole model 
ost with respe
t to the ICI s
heme it should notbe surprising that all the 
urrent operational non-hydrostati
 (NH) model appli
ations are based on the SIs
heme.
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gridpointFigure 1: Initial pro�le of potential temperature fortwo bubbles experiment.

Aiming the good qualities of the LGWADV s
hemewith ICI time stepping there was naturally an inter-est to adapt this spe
i�
 option also for the SI times
heme. The relevant implementation was done dur-ing the stay of K. Yessad at ECMWF in 2008. Un-fortunately the resulting 
ode was found unstable forthe IFS and thus not really advertised within the in-ternational 
ommunity sharing the same model dy-nami
s (IAAAH). The knowledge that this option isavailable in the 
ode remained unknown. No sur-prise then that the similar interest to have LGWADVwith SI (hereafter referred as LGWADV+SETTLS1)in the model was re�e
ted in the RC LACE s
ienti�
plan for 2011.This paper summarizes the results obtained during astudy done within the 
oordinated RC LACE resear
hin 2011 at CHMI. The primary motivation for it was a
he
k of an availability for the LGWADV+SETTLSoption in the 
ode. A spe
i�
 fo
us of this studywas however devoted to suitability of the 
urrent NH dynami
s to serve as a safe dynami
s kernel for futureoperational implementations at very high resolution, the s
ales where the non-hydrostati
 e�e
ts play no longera negligible role.2 Experimental setupAs already mentioned the sensitive experiment demonstrating the LGWADV option superiority is the twobubbles experiment of Robert (1993). This experiment was used as the main diagnosti
 tool in this study.1This 
an be a bit misleading as the SETTLS dis
retization 
an be used also in the ICI s
heme. In thistext however this will refer the LGWADW=.TRUE., LSETLLS=.TRUE. within the simple SI time-stepping, unlessexpli
itly spe
i�ed something else. 1



It was introdu
ed into the 2D version of (adiabati
) model with 100 points in y-dire
tion (∆y = 10 m) and130 model levels with roughly lowest 100 levels spa
ed with ∆z = 10 m bellow 1 km and remaining 30 levelsleaved to maintain boundary 
ondition with a
tive sponge (NSPONGE=2).The initial pro�le of temperature is demonstrated by the �gure 1 showing the perturbation of potentialtemperature from the ba
kground value of 300 K with the 
ontour interval 0.12 K. The maximum resolveddeparture of the warm bubble is 0.1485 K, the minimum resolved departure of the 
old bubble is -0.5 K. Theinitial �ow �elds is set to zero maintaining also the hydrostati
 balan
e p = π. The simulation is laun
hedwith ∆t=5 s up to 10 minutes (120 time steps). The �gures 2 and 3 illustrate the referen
e result for thepotential temperature perturbation (with the same 
ontour interval as the original pro�le) and the verti
alvelo
ity (with 
ontour interval 0.09355 m/s) as it was obtained with the LGWADV and the ICI time-steppingafter 7 minutes and 10 minutes (84 and 120 timesteps) of the simulation.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

h
e

ig
h

t 
[k

m
]

10 20 30 40 50 60 70 80 90 100

gridpoint

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

h
e

ig
h

t 
[k

m
]

10 20 30 40 50 60 70 80 90 100

gridpointFigure 2: Potential temperature pro�le and verti
al velo
ity (w) from the two bubbles experiment atthe 7th minute of simulation (after 84 timesteps).
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gridpointFigure 3: The same as on �gure 2 at the end of 10 minutes simulation (after 120 timesteps).To 
on�rm the validity of results obtained within the a
ademi
 environment the same settings of dynami
swere in parallel 
he
ked for a real 
ase simulation with the full LAM using the Alaro physi
s at two di�erentresolutions and domains: 4.7 km (432 x 540 points) with ∆t = 360 s and 2.3 km (600 x 720 points) with
∆t = 60 s, both sharing the same 87 model levels distribution and tuning for model physi
s as used in theCHMI operational model. The aim was to use the 4.7 km results as a referen
e (from the s
ales where2



the NH e�e
ts still play rather a negligible role) to be 
ompared with the 2.3 km results, i.e. s
ales wherethe NH starts to depart the hydrostati
 assumption. For even higher simulation runs we are at the momentmissing an appropriate physi
s (
onve
tion with full 
ontrol between resolved and yet not resolved 
omponents,anisotropi
 turbulen
e with horizontal 
omponents and mainly sophisti
ated surfa
e des
ription with tiles).Naturally any su
h test would be possibly a�e
ted by this de�
ien
y. For the moment one has to only rely toa
ademi
 tests at those s
ales. The starting date was randomly 
hosen to be the 30/9/2010 00 UTC and thefore
ast range was 48 hours. Boundary 
onditions were driven by Arpege global model being in hydrostati
balan
e.3 Implementation notesThis se
tion serves as a basi
 referen
e for the subsequent argumentation. In the following the algorithmi
aspe
ts are redu
ed to those relevant to the dis
ussed issues. This simplisti
 approa
h is hoped to ease anunderstanding for the des
ribed aspe
ts. On the other hand this then should not be 
onsidered as a sortof model do
umentation. The real 
ode is mu
h more 
omplex. Reader is kindly asked to see the spe
i�
NH-do
umentation (Bénard and Ma²ek, 2010) or the 
ode do
umentation of relevant parts maintained by K.Yessad for features like de
entering, treatment of the so 
alled X-term, various sets of NH variables, verti
aldis
retization et
.3.1 SETTLS versus NESC dis
retizationDis
retized in time the prognosti
 equation for variable X

dX

dt
= MXwith the negle
ted physi
s and horizontal di�usion term (having both only little relevan
e to the studiedadve
tion e�e
ts) one would arrive in the 2TL SL formalism to:

X+
F
− X0

O

∆t
= MX

t+∆t

2

M
. (1)In the previous the subs
ripts O, M and F are respe
tively used for origin, medium and �nal points of a SLtraje
tory. The appropriate time levels are denoted by usual supers
ripts 0, t + ∆t

2 and + representing givenstate at time t, t + ∆t

2 and t + ∆t respe
tively. The key fa
tor here is to express the right hand side. Despiteit is valid at the time t + ∆t

2 being beyond the known time level t it is also favorable to avoid an interpolationto the medium point by repla
ing it by a average of the same quantity along the SL traje
tory (as for exampleadvo
ated in Tanguay et al., 1992).The most su

essful approa
h (in terms of being used in all operational installations among various servi
es)implemented in the model is using the semi-impli
it dis
retization and the SETTLS te
hnique for the extrap-olation of the non-linear residual ((M − L)X
t+∆t

2

M
). In this formalism the (1) 
an be rewritten to:

(

1 −

∆t

2
L

)

X+
F

= X0
O +

∆t

2
[2MX0

O − MX−

O
] −

∆t

2
[LX0

O − LX−

O
] +

∆t

2
MX0

F −

∆t

2
LX0

F . (2)To maintain the se
ond order a

ura
y, quantities from the previous (third) time level t − ∆t (denoted bythe supers
ript −) have to be used to 
omplete (2). This spe
i�
 treatment 
onsequently makes it only tobe quasi-two-time-level s
heme. The above dis
retization given by (2) is hereafter referred as SETTLS (orSETTLS-SI).Staying stri
tly within the two-time-level s
heme the (1) 
an be also dis
retized with o� 
entered �rst ordera

ura
y treatment for the non-linear residual term:
(

1 −

∆t

2
L

)

X+
F

= X0
O +

∆t

2
MX0

O +
∆t

2
MX0

F −

∆t

2
LX0

F . (3)3



Note the 
an
ellation of linear terms leading to only need of MX quantity to be interpolated to the originpoint (making it spe
ially attra
tive for the LGWADV option as dis
ussed bellow). The a

ura
y of (3) 
an befurther in
reased to a se
ond order by applying an iteration. In su
h a 
ase the previous 
an be extended by
orre
tor(s) step(s) de�ning the ICI (iterative 
entered impli
it) s
heme with at least one additional iteration
i:

(

1 −

∆t

2
L

)

X
+(0)
F

= X0
O(0) +

∆t

2
MX0

O(0) +
∆t

2
MX0

F −

∆t

2
LX0

F

(

1 −

∆t

2
L

)

X
+(i)
F

= X0
O(i) +

∆t

2
MX0

O(i) +
∆t

2
MX

+(i−1)
F

−

∆t

2
LX

+(i−1)
F

. (4)Here the quantity X
+(i−1)
F

denotes the resulting value of X at �nal point after the previous iteration is
ompleted. The dis
retization given by (3) and (4) will be hereafter referred as NESC-SI and NESC-ICIrespe
tively.To 
omplete previous, it is also possible to introdu
e iterative version of the SETTLS dis
retization. In themodel the hybrid version of su
h approa
h is only made available using the SETTLS dis
retization for thepredi
tor step following the equation (2) while the 
orre
tor(s) steps stri
tly shares the dis
retization of NESCgiven by (4). This in
onsistent treatment saves CPUs and, as it will be dis
ussed later, it also leads to morestable solution. Still, to use the SETTLS dis
retization with the ICI s
heme has not mu
h sense (alreadyse
ond order a

ura
y s
heme is iterated to obtain again only se
ond order a

ura
y results) and remains inthe 
ode mainly for testing purposes.3.2 LGWADV optionThe use of d as a prognosti
 variable instead of the verti
al velo
ity w leads to di�
ulties for the 
omputationof the expli
itly-treated non-linear part of the system (see Bénard et al. 2010 for details). In order to avoidpotential problems related to the use of this variable, a formulation using w as a prognosti
 variable for theexpli
it system was designed to be a
tivated by the model key LGWADV = .T. This spe
i�
 option (referred asLGWADV here) then mixes the use of a "native" prognosti
 variable d in linear model with its transformedform into the w variable in the expli
it system. As a 
onsequen
e the LX terms 
an't be mixed with MXterms for this hybrid prognosti
 variable before a 
onversion from w to d is applied to the expli
it model MX .This spe
ial treatment makes just little di�
ulty for the NESC dis
retization, as there only MX terms requireto be interpolated. When the SETTLS is however a
tivated liner model and full model tenden
ies of d/w,both interpolated to the origin point, have to be treated separately. For some 
onsistently reason the sameseparation of MX from LX terms is applied to the other prognosti
 variables where this spe
i�
 tri
k is notrequired.4 ResultsAs already mentioned, there is no way to a
hieve similar results for the 
onve
tive bubbles test without theLGWADV option. All pure d runs be
ome unstable and blow up before rea
hing the end of the 10 minutessimulations, unless a rather strong smoothing by horizontal di�usion is introdu
ed. As illustrated by resultsfrom 7th minute displayed on �gure 4 the verti
al velo
ity �eld is subje
ted by noise already by that stage ofsimulation.The 
on�guration LGWADV+SETTLS performs quite well in terms it rea
hes the end of simulation and thepotential temperature pro�le is only little distorted (not shown). On the other hand the results are a�e
tedby a noise visible mainly in the w �eld. To some surprise the �rst order a

urate NESC-SI s
heme (withLGWADV) was o�ering noise free results being then very 
lose to the NESC-ICI referen
e, see �gure 5. Thisindi
ates either a problem in the SETTLS implementation for LGWADV or a general problem related to thiskind of dis
retization being not adequate for su
h tough tests at very high resolutions.4
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gridpointFigure 4: The same as on right panel of �gure 2as it was obtained with pure d4 prognosti
 vari-able (from top to bottom): SETTLS-SI, NESC-ICI and SETTLS-ICI.

To ensure the LGWADV+SETTLS is not a�e
ted byan implementation bug, adequate bu�ers within this
on�guration were �lled by quantities appropriate tothe LGWADV+NESC-SI s
heme keeping the remain-ing data-�ow un
hanged. (The quantities in the squarebra
kets in (2) were repla
ed by MX0
O
and zeroes re-spe
tively.) By obtaining the desired results similar tothe NESC-SI it was rather ensured that the 
ode worksas supposed. Hen
e a possibility of wrong SETTLSoption design in the model 
ould be likely ex
luded.The remaining question to explain is why the SET-TLS dis
retization was outperformed by simpler andless a

urate NESC-SI s
heme. Summing up the ab-solute values of w in every model level it was possibleto 
ompare di�eren
e in the time evolution of thosequantities for the two 
ompared dis
retization simula-tions. It was hoped by this to spot a �rst o

urren
eof the two runs di�eren
e, in 
ase it starts in one area.Lu
kily this was really the 
ase. The �rst deviationbetween the two runs was dete
ted around the heightof 800 meters (level 50), i.e. in the area above thesimulated event, see �gure 6 showing the time evolu-tion of di�eren
es summed over the entire level fromthe NESC-SI and SETTLS-SI experiments. By 
loserinspe
tion of a single point temporal evolution fromthis level (in the middle of the domain) a spurious 2∆tbehavior of model tenden
ies of mainly temperatureand NH variables was dete
ted. It should not be thensurprising that the extrapolation based on 
onse
utivetimesteps (as it is the 
ase in SETTLS) is not per-forming very well with respe
t to the NESC s
heme,espe
ially when amplitude of those waves ex
eeds thevalue of a tenden
y itself. As 
an be seen from �gure7 although the SETTLS method signi�
antly redu
esthe os
illations for both full and linear model tenden-
ies, the resulting expli
it model tenden
y (i.e. all theright hand side terms of equations (2) and (3) ex
eptthe very �rst one) is drifted with respe
t to the ref-eren
e as illustrated by �gure 8. Even the total valueof the appropriate tenden
y for the investigated pointis very small its almost 3 times ampli�
ations in 
aseof the SETTLS dis
retization 
learly exhibit a problemthere. Apparently the extrapolation te
hnique of theSETTLS s
heme adds some 
omputational mode tothe balan
ed model state.Naturally to make SETTLS performing 
omparable tothe NESC requires to get rid of the 2∆t noise. Vari-ous approa
hes to that were tested like applying de
en-tering, tuning the SI referen
e pro�les or summing uptenden
ies in di�erent order before the interpolation isperformed (to ex
lude 
omputational mode). None ofthose however displayed any signi�
ant impa
t to thewavy behavior ex
ept ampli�
ation or redu
tion of the wave amplitude2.2The most notable impa
t from those tests was observed for the a
ousti
 temperature T

∗

a
(SITRA) of the linearmodel having ability with in
reased value to damp amplitude of the waves.5
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gridpointFigure 5: The same as on right panel of �gure 3 as resulted from LGWADV simulations with SETTLS-SI and NESC-SI respe
tively.
Figure 6: Time evolution of summed
w for every model level di�eren
es be-tween the SETTLS-SI and NESC-SIruns. When the two runs have 
om-parable results di�eren
es are yellow-green. The areas with dark green ororange 
olor denotes signi�
ant di�er-en
es with positive or negative sign.Model levels are ordered in agreementwith the model, i.e. from top tobottom.
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It seems at the moment there is no 
ure withing the present model dynami
s to damp those short timevariation. The same wavy feature was dete
ted also for the neighboring points keeping even the same phase.Thus it seems like the whole model is subje
ted by those organized os
illations. This 
an be illustrated by timeevolution of the average model temperature (�gure 9) obtained with NESC-SI. Even there the 2∆t mode is
leanly visible. This 
on�rms that the mentioned problem is 
ertainly not a problem of one single point. In thelight of this sort of non-lo
al or perhaps global behavior, the SI s
heme naturally be
omes the most suspe
tedone for generating those os
illations. The me
hanism responsible for it is however still to be dis
overed.Although the sour
e of those model os
illation is unknown at the moment the NESC dis
retization apparentlyhandles it very well. Any use of information from two time levels seems to be less favorable for this kindof model behavior (unless it maintains level-to-level model balan
e). Naturally an extrapolation in this 
asedrifts a tenden
y opposite way than should be the balan
ed one. Moreover as the SETTLS extrapolation isperformed independently to every prognosti
 model variable, the model balan
e is not ensured at the end ofexpli
it timestep. It is then rather questionable whether a SI 
orre
tion (and horizontal di�usion) are su�
ientto ensure the model stability. To 
on�rm this assumption the iterative s
heme 
an be a
tivated with theSETTLS s
heme. When the 
ode was adapted to the way that predi
tor and 
orre
tor keep the SETTLSdis
retization, the test blows up qui
kly (after few timesteps) for one and even three iterations. Evidentlyit doesn't 
onverge. With the SETTLS ICI s
heme used as implemented in the model (i.e. predi
tor keeps6
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Figure 7: Time evolution of temperature tenden
ies of full model sum (left) and sum of linear modelfrom expli
it part (right) from single point (around 80 m above the surfa
e) as obtained with SETTLS-SI and NESC-SI s
hemes.SETTLS while 
orre
tors are using NESC) already one iteration helps to restore 
orre
t solution very similarto the one obtained with NESC-ICI.
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y of temperaturefrom the expli
it dynami
s with SETTLS-SI divided by thesame from NESC-SI for the same single point as in �gure 7.

Evidently the SETTLS extrapolations
heme was designed under the assump-tion that a model evolution is not sub-je
ted by any short time os
illation. Thisis not the 
ase for very high resolution NHsimulations with the 
urrent model dy-nami
s. Aiming the in
reasingly dominat-ing non-linear regimes over the linear oneat high resolution and the fa
t that the fullNH approa
h allows extra degrees of free-dom over the hydrostati
 balan
e, gen-eral numeri
al te
hniques imposing lessassumption to the model evolution shouldbe prioritized for those s
ales. This fa
tthen 
leanly favors the NESC-ICI s
hemeover the SETTLS.To 
he
k how those 
on
lusions are rele-vant to the 
urrent operational s
ales fol-lowing model 
on�guration were laun
hedwith the real atmosphere for both 4.7kmand 2.3 km resolutions:
∗ pure d4, NESC-ICI
∗ LGWADV, NESC-ICI
∗ LGWADV, SETTLS-ICI
∗ LGWADV, SETTLS-SI
∗ pure d4, SETTLS-ICI
∗ pure d4, SETTLS-SI"Unfortunately" all those 
on�gurations were delivering stable and meteorologi
ally sound results. When thetimestep was pushed it usually 
rushed in physi
s at around 3 time longer timesteps than the appropriate (i.e.around 150-200 s for 2.3 km). Obviously to de
ide the superior 
on�guration at those s
ales 
ould be onlypossible by a standard model veri�
ation. The good new from those tests is the fa
t that the SETTLS andpure d4 are o�ering equivalent results with the other 
on�gurations, i.e. both are still reliable for the tested7



s
ales. This is indeed not a surprise knowing that this setting is the default one for the Arome being 
omputedwith resolutions between 2-2.5 km at various servi
es.5 Con
lusionsThe primary task to make available or re-
he
k the LGWADV+SETTLS 
on�gurations in the model seems tobe trivially ful�lled. The mentioned 
on�guration works without apparent implementation problems. It 
an bealso illustrated by the experien
e from DHMZ (Croatia) running daily a quasi-operational appli
ation based onthis settings. So far after over 4 months of tests they don't report any stability problem. This 
on�gurationhowever still 
an be 
oded more e�
iently. There is for example no reason for separation of linear modeltenden
ies from those of the full model. There are also some traps allowed through the setup (for example ifan obsolete value of ND4SYS=3 is used, model doesn't 
omplain and even allow some 
omputation whi
h isnot 
omparable to neither of the allowed option de�ned by values 1 and 2). Those in
onsisten
ies hopefullymight be 
overed by the ongoing rationalization of 
ode within the OOPS proje
t.
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Figure 9: Time evolution of average model temperature asobtained by NESC-SI s
heme.

A 
areful reader 
an still ask what wasthe reason for the mentioned instability ofLGWADV+SETTLS in IFS. This is indeedhard to explain as the relevant listingsfrom the tests are not available. How-ever even ex
luding any possible problemsin model setup there are several di�er-en
es between the IFS and the Aladin pos-sibly responsible for the di�erent experi-en
e with this settings in model dynami
s.(The operational 
on�guration of Aromeis also not delivering su�
ient stability forthe IFS, by the way.) Those are namelydi�erent time-step organization and dif-ferent physi
s (with a prognosti
 treat-ment of physi
al quantities - like it is the
ase of Alaro physi
s using a
tually 11su
h adve
table quantities and two morekeeping only history - signi�
ant stabiliza-tion of the model has been reported). It
an be also due to the simpli�
ation ofthe original fully Lagrangian averaging in SETTLS whi
h was a

ording Hortal (2002) simpli�ed to the 
urrenttreatment mainly to ease the assimilation. Perhaps above steep mountains the previous timestep quantitiesshould be rather treated in their appropriate departure point from the time t − ∆t.From the very high resolution tests ∆x = 10 m with resolved 
onve
tion an eviden
e for LGWADV superiorityover the pure d option was demonstrated. With the same test the pure two-time-level s
heme using theNESC-ICI 
leanly outperformed the SETTLS-SI time-stepping theoreti
ally being of the same a

ura
y. Those
on
lusions are however still di�
ult to apply for present operational s
ales being around 2 km of horizontalmesh. There the SETTLS-SI dis
retization performs well by o�ering attra
tive saving by avoiding the iteration.Still the NESC-ICI s
heme holds a potential for the s
ales where the SETTLS dis
retization will be limited byinability to keep the model in balan
e. In this light it is worth to keep maintaining also the NESC-ICI data-�owin
luding promotion of all the novelties. In addition to this, there's only little point to spend mu
h e�ort withthe SETTLS-ICI s
heme.The mentioned ultimate a

ent to the model balan
e by avoiding any extrapolation of extremely non-lineartenden
ies puts also in question the eventual se
ond order 
oupling of physi
s and dynami
s within the Aladintime-step organization. The 
urrent in
lusion of physi
s in Aladin family of models appropriate to a originpoint at the time t doesn't seem to o�er other 
hoi
e for se
ond order a

urate physi
s dynami
s interfa
e8



(when one wishes to avoid the extrapolation from previous time-level similar to the one of SETTLS) than to
all physi
s se
ond time at the end of iterative pro
edure. A way to this dire
tion seems to be the 
urrentphys-dyn 
oupling of IFS, whi
h is however storing the tenden
y derived from previous timestep model stateto 
ompute physi
s only on
e per a given timestep. This simpli�
ation o�ers perhaps attra
tive and more
onsistent 
oupling appropriate to the NESC-ICI dis
retization ensuring no extrapolation for the extremelynon-linear physi
s. Still if even this way of interfa
e would not be 
onsistent enough, than perhaps the bestway to 
ouple physi
s and avoid double 
all of it during one timestep is to a

ept only a �rst order a

ura
y
oupling of physi
s to dynami
s. In su
h a 
ase the present time-step organization in Aladin seems to be themore appropriate solution with respe
t to the model stability.Author would like to a
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