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1. Introduction

According to the new planning practice of LACE, the work has been structured in two different classes. On the one hand a project was prepared with a strict definition of operational deliverables and a clear specification of needed resources on a 2-3 year time scale. On the other hand long-term research topics were described, which were not in the state of delivering operational benefits during the next 2-3 years but rather on the 3-5 year time scale. This report also consists of two parts. The first part describes the achievements in the frame of the projects (operational deliverables), the second part describes the progress in the long term research topics. 

2. Project report

Project name: Development of an operational data assimilation system for LACE

Responsible person: Gergely Bölöni

Responsible Center: HMS

2.1 Relevant deliverables

Figure 1 shows the schedule of deliverables in the project (taken from the project plan). This reflects that the relevant deliverables for 2009 are D2, D3, D7, D8, D9. Work to complete deliverable D6 has also been done.


Figure 1: Schedule of deliverables

· D2: Monthly monitoring reports of HMS distributed to all LACE members (mid. 2009)

· D3: Upgraded preprocessing software at HMS with optimized data formats (end of 2009).

· D6: Reports on installation and validation of 3DVAR (upper air) and CANARI OI (surface) analysis systems in LACE centers (end of 2008).

· D7: Reports on the operational use of 3DVAR (upper air) and CANARI (surface) analysis systems in LACE centers including comparison with the former operational model (end of 2009).

· D8: Written proposal for the best use of FGAT and RUC (mid. 2009).

· D9: Report on the comparison of FGAT/RUC system with the operational assimilation system at HMS (end of 2009).

2.2 Status summary

D2: A software to generate monitoring reports in PDF format (about 60 figures for the previous 30 days) is prepared. The regular preparation and distribution of the reports started in December. The list of figures to be included in the regular monitoring reports is written down in a document at the LACE website (http://www.rclace.eu/File/Data_Assimilation/2009/monitoring_reports_HMS.doc ).

D3: 2 main upgrades of OPLACE were undergoing during 2009/2. 

1) test BUFR satellite (NOAA, METOP/ATOVS and MSG/AMV) inputs in BATOR and prepare a tool to merge and split up the BUFR data by timeslots. The BUFR data will be put to OPLACE in the next 1-2 months (March 2010). 

2) Migrate (mirror) OPLACE to a server of the IT group of HMS in order to increase the reliability. The dissemination from this server is foreseen to start within 1 –2 months (Feb.-March 2010).

D6: AU, CZ, HR and SI completed the installation and basic validation of the data assimilation related model configurations (screening, 3DVAR minimization, surface OI assimilation) in 2009. They were also setting up data assimilation suites and doing comparisons. At the moment only RO and SK did not make a progress due to lack of manpower to be dedicated to data assimilation. Table 1. shows the status of the installations.

D7: No new operational implementation is done in any of the LACE countries. (Blending is operational in SK, Blending + CANARI is operational in CZ and 3DVAR + CANARI is operational in HU). Parallel tests and tuning experiments continuously take place in AU, CZ, HR, SI but so far no overall improvement was confirmed compared to the present operational runs.

D8: The possible combinations of 3h and 6h 3DVAR cycling with and without FGAT were tested. A report is available on the LACE website (http://www.rclace.eu/File/Data_Assimilation/2009/draft_20090824_rep.pdf ). According to the tests 3h cycling brings a significant improvement compared to 6h cycling so this is the minimum step forward proposed. On the top of 3h cycling, the FGAT option improves further the forecasts but in a very small extent and for a relatively high cost (CPU). FGAT with 6h cycling does not bring a significant improvement. 

D9: The last parallel test with 3-h cycling (RUC) in the operational environment did not show an improvement compared to the operational (6h cycling) results. This is not inline with earlier results. One possible reason for it, is the interaction of the Variational Bias Correction (VARBC) and the 3h cycling (earlier RUC tests were always done with static bias correction of satellite data) but it has to be still tested out.

	
	Software to treat observations
	Quality control (screening) for atmospheric assimilation
	Surface assimilation (Optimum interpolation)
	Atmospheric assimilation (3DVAR)

	AU
	OK
	OK
	OK
	OK

	CR
	OK
	OK
	OK
	OK

	CZ
	OK
	OK
	OK
	OK

	HU
	OK
	OK
	OK
	OK

	RO
	-
	-
	-
	-

	SK
	-
	-
	-
	-

	SI
	OK
	OK
	OK
	OK


Table 1: Status related to deliverable D6. Green color indicates that the work is fulfilled, red color shows that no progress was done.

2.3 Corresponding tasks

This section contains the description of the detailed work done related to the actual deliverables described in the previous section. The corresponding working tasks scheduled for of 2009 are listed in Table 2 (these tasks were defined in the reference LACE project plan for 2008-2010: http://www.rclace.eu/File/Data_Assimilation/plans/wp_da_2008_2010.7.doc). 
	Task
	Needed subtasks

	Task 1
	T1.3, T1.4, T1.5, T1.6

	Task 2
	T2.3, T2.4

	Task 3
	T3.1, T3.2


Table 2: Tasks corresponding in 2009

T1.3: Upgrade the monitoring system at HMS: develop regular monitoring reports for 

LACE members, prepare documentation

Description: Concerning the monitoring of observations, a centralized solution is proposed as a first step at HMS. This will consist of automatic generation of monitoring reports distributed to all LACE members. It requires an informative selection of monitored parameters (statistics of availability and quality control (QC) status, time evolution of satellite biases, etc.), which can be a result of common adjustment of the members based on a proposal of HMS. Note that this solution is not surely a good one on the long-term as it makes possible only a good survey of data availability but not an appropriate monitoring of the status of the observations and satellite biases in the local systems as these two latter depend on the “obs-model” differences, which will be different in all centers. For the long term see T1.5.

Realization: A software to generate monitoring reports in PDF format (about 60 figures for the previous 30 days) is prepared. The regular preparation and distribution of the reports started in December.

Documentation: The list of figures included in the monitoring report is written down in a document (available on the LACE website).

Resources: 2 p.m 

Staff: László Szabó (1 p.m), Alena Trojáková (1 p.m)

Schedule: 2009/1

T1.4: Upgrade the preprocessing system at HMS: include new observation types, optimization of data formats 

Description: It is expected that during late 2008 and 2009 new observation types will come up to be included into the preprocessing system (i.e. METOP, radar winds). Also we should count with further changes in the data flow (having only BUFR and GRIB formats as an input for BATOR). These points will require some continuous work during 2009.

Realization: 

· Direct reading of BUFR ATOVS (NOAA and METOP) and AMV (MSG) data has been tested by DM and Hungarian staff. Also a tool to merge and split tools by time-slots has been developed by DM, which is essential for distribution through OPLACE. 

· OPLACE is being migrated to another server that will work as the primary system, while the present application (on the HMS SGI supercomputer) will serve as backup

The BUFR data will be put to OPLACE first in parallel with OBSOUL data for testing and then they will replace entirely OBSOUL (for these data types). 

Documentation: no

Resources: 1.5 p.m 

Staff: László Szabó (1 p.m), Gergely Bölöni (0.5 pm)

Schedule: 2009/2

T1.5: Move to local observation monitoring at each center

Description: As pointed out already in T1.3, the ultimate goal is to have a decentralized observation monitoring in order to enable local bias corrections and true statistics of QC status of observations in the local assimilations. This requires the local installation of the monitoring software already developed at HMS in all LACE centers. It is expected that the installation can be managed by an English documentation and through the email help of HMS.

Realization: This task is scheduled to 2010 in the project, however some of the members (AU, CZ, HR, SI) started the work on it already. In the mentioned countries the 1st export version (created by Sándor Kertész and Alena Trojáková) of the monitoring system has been successfully installed and used to monitor the data assimilation suites.

Documentation: Some of the national status reports about assimilation include observation monitoring information (available on the LACE website).

Resources: 2.25 p.m 

Staff: Antonio Stanesic (0.5 p.m), Benedikt Strajnar (0.75 p.m), Florian Meier (1 p.m)

Schedule: 2009/1,2

T1.6: Extend the centralized preprocessing and monitoring for national data

Description: It will require a common organization work of AL and DM to initiate the exchange of national data (mostly radars and SYNOPs will be useful for data assimilation) among LACE or even ALADIN and HIRLAM countries. This issue will get an increasing priority as going to finer scales with the assimilation system.

Realization: So far 2 steps have been taken in this field: 

1) It has been agreed with OMSZ that the full set of Hungarian local SYNOP data can be distributed through OPLACE to LACE countries. 

2) DM sent out a questionnaire to all LACE members to investigate the potential in national SYNOP data.

Documentation: no

Resources: 0.25 p.m

Staff: Gergely Bölöni (0.25 p.m)

Schedule: 2009/1,2

T2.3: Evaluation of the assimilation system and preparation of an operational setup 

Description: For running an assimilation cycle on a regular basis, a script system should be created. In countries already running a blending cycle, a complement with the data assimilation configurations is needed. Objective and subjective comparisons of the data assimilation suite with the actual operational model should be the basis for making a choice for the best setup for assimilation (blending, use of observations, use of background errors). 

Realization: A lot of progress was done in setting up the operational data assimilation environments. 

· AU) The surface CANARI analysis improves the forecast but so far no positive impact of the atmospheric 3DVAR was found. Many experiments were done to improve the assimilation suite so far without success (use of satellites). The impact of adding new observations (T2m, RH2m, Temp Geopotential, Temp data at asynoptic times) and the order of CANARI and 3DVAR was studied. 

· CZ) The atmospheric 3DVAR improves the forecasts only in the first 12 hours compared to the Blending + CANARI suite. The impact of AMDAR data was studied showing an improvement over the use SYNOP+TEMP data only. VARBC was implemented and compared to the static satellite bias correction method. A bug was found in VARBC (CY35T1), a fix is being tested.

· HR) Scores are improved by CANARI + 3DVAR. The use and blacklisting of satellite data were investigated. IDFI and the order of DFI was tested (this latter without clear conclusion so far..).

· HU) VARBC and new observations (SEVIRI, T2m, RH2m) were implemented operationally.

· SI) 3DVAR + CANARI runs at 4.4 km resolution with VARBC. Improvements were found compared to the 9 km resolution dynamical adaptation (except for humidity).

Documentation: The detailed reports (preliminary versions) are available on the LACE website.
Resources:  14.25 p.m 

Staff: Tomislav Kovacic (0 p.m), Antonio Stanesic (2 p.m), Antonin Bucanek (3 p.m), Patrik Benacek (2 p.m), Florian Meier (3.5 p.m), RO No staff! (0 p.m), Benedikt Strajnar (3.75 p.m), SK No staff (0 p.m)

Schedule: 2009/1,2

T2.4: Maintenance of the data assimilation system: update with new observation types and follow research and developments

Description: A data assimilation system requires scientific maintenance even after its operational implementation, which targets a continuous update of the system with newly applicable observation types and with novelties coming from the research and development. Implicitly, this includes the installation and validation of new cycles of the ALADIN software similarly to T2.2.

Realization: Some of the members ported their assimilation suites to a newer cycle (CZ and HR to CY35T1, HU to CY33T1). Also some work was dedicated to move to VARBC (variational bias correction) (CZ, HU, SI). 

Documentation: The reports for T2.3 include these details as well (available on the LACE website). 

Resources: 10.25 p.m

Staff: Gergely Bölöni (2 p.m), Edit Adamcsek (0 p.m), László Kullmann (2 p.m), Tomislav Kovacic (0), Antonio Stanesic (1 p.m), Alena Trojáková (2.5 p.m), Xin Yan (0 p.m), RO No staff! (0 p.m), Jure Cedilnik (1.75 p.m), Benedikt Strajnar (1 p.m), SK No staff! (0 p.m)

Schedule: 2009/1,2

T3.1: Test the combination of FGAT and RUC techniques

Description: FGAT and RUC techniques were studied already separately, both of them giving promising results. Further tests with the combination of FGAT in a 3-hourly RUC are proposed as a next step. The tests should deliver a best choice for the application of the two techniques.

Realization: An extensive study was done in Budapest by Alena Trojáková in March 2009. The possible combinations of 3h and 6h 3DVAR cycling with and with out FGAT were tested. According to the tests 3h cycling brings a significant improvement compared to 6h cycling so this is the minimum step forward proposed. On the top of 3h cycling, the FGAT option improves further the forecasts but in a very small extent and for a relatively high cost (CPU). FGAT with 6h cycling does not bring a significant improvement.

Documentation: The detailed report can be found on the LACE website.
Resources: 3 p.m

Staff: Gergely Bölöni (1 p.m), Alena Trojáková (2 p.m)

Schedule: 2009/1

T3.2: Evaluation of the FGAT/RUC assimilation in comparison with the actual operational assimilation at HMS on a regular basis

Description: If T3.1 is successful, FGAT and RUC should be implemented and run on a regular basis at HMS first enabling a continuous comparison with the actually operational 6-hourly 3DVAR suite. This will require some upgrade of the preprocessing tools and cycling scripts from technical point of view and additionally a detailed verification of results and monitoring of the observation use.

Realization: The RUC 3-h cycling has been put in a parallel suite in the operational environment of HU for a 4 weeks period (03-27.12.2009). The results are still under evaluation. Verification against ECMWF analysis already shows that there is a degradation in the humidity scores (other variables are slightly improved). Verification against observations is being prepared. One possible source for the unexpected degradation is the use of VARBC in 3h cycling but it has to be tested out (earlier RUC tests were always done with static bias correction of satellite data).

Resources: 2 p.m

Staff: Gergely Bölöni (0.5 p.m), Edit Adamcsek (1.5 p.m)

Schedule: 2009/2

3. Long-term research topics

Topic 1: Development of ALADIN 4DVAR

Description: The development of ALADIN 4DVAR for meso-scales is very important for the long-term. LACE will contribute most probably to the design of a first version ALADIN 4DVAR prototype and to the improvement of the simplified (tangent-linear and adjoint) physics. An intensive cooperation is foreseen here with Meteo-France and HIRLAM.

Realization: A 4dvar prototype has been set up in SI and HMS in a co-work with Slovenian colleagues based on cy35t1. Three outer-loops are implemented in a multi-incremental manner. The inner-loops are performed on a half resolution.  The prototype is implemented under SMS and was based on the Slovenian pre-operational 3dvar suite adding the 4dvar related components from the HARMONIE 4dvar prototype at ECMWF (which is based on the prototype of Meteo-France). Technical validations of the 4d minimization were performed in single and full observation experiments. Multi incremental results were compared with those done at full resolution in a very simplified framework (single outer-loop and single observation). So far very simplified dry MF physics were used in the TL/AD runs. The CPU and memory consumptions were measured.

Documentation: available on the LACE website

Resources: 2.5 p.m 

Staff: Benedikt Strajnar (1.5 p.m), Gergely Bölöni (1 p.m)

Schedule:  October-November-December 2009

Topic 2: Research on background error modeling

Description: On one hand the research will focus on the time variability (or flow dependency) of background errors. This will be tackled mostly by the development of an ETKF (Ensemble Transform Kalman Filter) system, which enables to evolve the background error covariance matrix in time. It would be beneficial to compare ETKF with EnsVar (Ensemble Variational Assimilation), which is the strategy chosen at Meteo France. Beside the time variability, the spatial variability of background errors will also be in the scope of this research. A member of the Slovenian team started already a work on the grid-point representation of background error variances (instead of the presently used spectral representation), which will presumably continue. A close cooperation with Meteo France is expected on both issues.

Realization: A publication on the first results with ETKF is being prepared. A downscaling of the ECMWF ensemble data assimilation system was started in SI and HU locally in order to compute a B matrix with the Ensemble sampling and compare it with the B matrix obtained with the downscaling of the ARPEGE EnVar system.

Documentation: No.

Resources:  3.25 p.m

Staff: Gergely Bölöni (1 p.m), Edit Adamcsek (1 p.m), Benedikt Strajnar (1.25 p.m)

Schedule: Oct-Dec 2009

Topic 3: Research on surface assimilation

Description: With the leadership of Meteo France, a surface assimilation scheme is being developed based on a simplified Extended Kalman Filter. This scheme will be incorporated into the externalized surface scheme (SURFEX) and will be capable for using also satellite-based inputs on the top of 2m observations. LACE will contribute to the work through preparation of specific inputs for EKF combining Land SAF (Satellite Application Facilities) and ECOCLIMAP data. A part of the work will also account for validation of NWP models using the same data. Another important component of this topic is to prepare for the technical switch to SURFEX, which is expected by the end of 2009 or during 2010. This switch will imply changes in the surface data assimilation even if the EKF assimilation will not be ready for operational use. Namely, a substitution of the present scheme coded under CANARI (conf. 701) will be needed. The reimplementation of the present surface analysis scheme is already being implemented in SURFEX to this end in Meteo France. Our aim is to get experience with the surface assimilation through SURFEX before the switch to SURFEX will happen.

Realization: 

SI) A 6-month parallel suite was run assimilating albedo data from LANDSAF by an external simple Kalman Filter. During a 2 weeks stay in Budapest, the LANDSAF albedo assimilation was adapted locally. A short parallel run showed similar results as obtained in Slovenia. There was an improvement observed for 2m scores due to this assimilation during the winter period. First tests with CANARI snow analysis were performed. Results are promising, i.e., the CANARI snow analysis seems to correct the snow cover in a realistic way. 

AU) Work on the assimilation of ASCAT soil moisture is done. ASCAT data were found to be reliable in comparison with other satellite soil moisture information and ALADIN short range forecasts (they will be compared to in situ measurements too in the future). After applying a debiasing procedure, ASCAT data were assimilated in ALADIN with   the SURFEX Extended Kalman Filter (EKF) approach. Parallel runs showed that the ASCAT assimilation and the use of SURFEX significantly decreases the 2m temperature bias up to 48 hours forecast range.

Documentation: A detailed report on the LANDSAF albedo assimilation will be soon available on the LACE website too. A very short report about CANARI snow analysis is also on the website. The results with ASCAT assimilation are described in the general status report of Austria corresponding to T2.3 (available on the LACE website).

Resources: 5.5 p.m 

Staff: Jure Cedilnik (2.5 p.m), Stefan Schneider (3 p.m)

Schedule: Jan-Dec 2009

Topic 4: Research on radar reflectivity assimilation

Description: Meteo France is developing a facility for the assimilation of radar reflectivities in the ALADIN variational analysis. LACE is contributing to this research through the development of the quality control.

Realization: No contribution (no stay at MF).

Documentation: No

Resources: 0/1 p.m 

Staff: Marian Jurasek (0/1 p.m)

Schedule: Jan-Jul 2009

Topic 5: GPS assimilation 

Decription: The aim is to use GPS ZTD (Zenith Delay) data in the ALADIN 3DVAR system. The work will account for the preprocessing of the data and for running impact studies using them. Austrian high-resolution GPS data are considered in the assimilation experiments

Realization: The preprocessing of the GPS data was worked out, i.e., the data can be included to the ODB with BATOR (OBSOUL input). Also a blacklist based obs – background data was defined to exclude unreliable sites.

Dosumentation: included in the AU national report (available on the LACE web)

Resources: 2 p.m

Staff: Xin Yan (2 p.m)

Schedule: 2009/2
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