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1. Introduction

The foreseen work is structured in two different classes. On one hand a project is prepared with a strict definition of operational deliverables and a clear specification of needed resources on a 2-3 year time scale. On the other hand long-term research topics are described, which are not in the state of delivering operational benefits during the next 2-3 years but rather on the 3-5 year time scale. This document is a planning of the actions and needed resources for 2009 in order fulfill the original 3-year plan both in terms of operational deliverables and long term research.

2. Planned efforts

This section describes the total sum of required human resources (projects and long-term research topics) in order to complete the planned work plan 2009. Table 1 gives an overview about the needed resources as a breakdown by countries.

	
	AU
	CZ
	HR
	HU
	RO
	SI
	SK
	Total

	Projects
	8
	8
	8
	19
	8
	8
	8
	72

	Long term research topics
	0
	3
	0
	4
	0
	3
	2
	12 

	Total
	8
	11
	8
	28
	8
	11
	10
	84


Table 1: Requirements for resources (person.months) for data assimilation during 

2009 as a breakdown by countries

3. Projects

Project name: Development of an operational data assimilation system for LACE

Responsible person: Gergely Bölöni

Responsible Center: HMS

3.1 Relevant deliverables

Figure 1 shows the schedule of deliverables in the project (taken from the project plan). This reflects that the relevant deliverables for the period January-December 2009 are D2 and D3, D7, D8 and D9, which are detailed below:


Figure 1: Schedule of deliverables

· D2: Monthly monitoring reports of HMS distributed to all LACE members (mid. 2009)

· D3: Upgraded preprocessing software at HMS with optimized data formats (end of 2009).

· D7: Reports on the operational use of 3DVAR (upper air) and CANARI (surface) analysis systems in LACE centers including comparison with the former operational model (end of 2009).

· D8: Written proposal for the best use of FGAT and RUC (mid. 2009).

· D9: Report on the comparison of FGAT/RUC system with the operational assimilation system at HMS (end of 2009).

3.2 Corresponding tasks

The corresponding working tasks to the above deliverables are listed in Table 1. They are also explained and the work on each subtask is reported in this section.

	Deliverable
	Task
	Needed subtasks

	D2
	Task 1
	T1.3

	D3
	Task 1
	T1.4, T1.6

	D7
	Task 2
	T2.3, T2.4

	D8
	Task 3
	T3.1

	D9
	Task 3
	T3.2


Table 1: Tasks corresponding to the actual deliverables

Task 1: Centralized preprocessing and monitoring of observations for data assimilation

In order to avoid duplication of work on data preprocessing a centralized preprocessing system is to be created at HMS. The plan is to do the central preprocessing in the highest amount possible but keeping the freedom of using different ALADIN/ODB (ODB: Observational Data Base) cycles in the centers. This compromise results in the central preparation of all the input observation files (ASCII, BUFR, GRIB) for the program called BATOR, which prepares the ODB database. The BATOR program is regularly maintained as a part of the ARPEGE/ALADIN code, consequently it can be relatively easily installed and validated. Concerning the source of the data, on the short term (2008-2009) only the GTS and EUMETCAST data are planned to process. It is only starting from 2010, that we will consider an exchange of national non-GTS radar and SYNOP data. It should be kept in mind that a central data preprocessing will possibly be useful for HIRLAM countries too. However this plan does not contain common actions yet with HIRLAM (lack of communication from the part of AL at this stage), we should consider either an entirely common centralized preprocessing system or at least a common strategy for defining the preprocessing data flow and formats.

T1.3: Upgrade the monitoring system at HMS: develop regular monitoring reports for 

LACE members, prepare documentation

Concerning the monitoring of observations, a centralized solution is proposed as a first step at HMS. This will consist of automatic generation of monitoring reports distributed to all LACE members. It requires an informative selection of monitored parameters (statistics of availability and quality control (QC) status, time evolution of satellite biases, etc.), which can be a result of common adjustment of the members based on a proposal of HMS. Note that this solution is not surely a good one on the long-term as it makes possible only a good survey of data availability but not an appropriate monitoring of the status of the observations and satellite biases in the local systems as these two latter depend on the “obs-model” differences, which will be different in all centers. For the long term see T1.5.

Resources: 1.5 p.m 

Staff: László Szabó (1.5 p.m)

Schedule: 2009/1

T1.4: Upgrade the preprocessing system at HMS: include new observation types, optimization of data formats 

It is expected that during late 2008 and 2009 new observation types will come up to be included into the preprocessing system (i.e. METOP, radar winds). Also we should count with further changes in the data flow (having only BUFR and GRIB formats as an input for BATOR). These points will require some continuous work during 2009.

Resources: 4 p.m 

Staff: László Szabó (3 p.m), DM (1 p.m)

Schedule: 2009/2

T1.6: Extend the centralized preprocessing and monitoring for national data

It will require a common organization work of the AL and DM to initiate the exchange of national data (mostly radars and SYNOPs will be useful for data assimilation) among LACE or even ALADIN and HIRLAM countries. This issue will get an increasing priority as going to finer scales with the assimilation system.

Resources: 0.5 p.m

Staff: Gergely Bölöni (0.5 p.m)

Schedule: 2009/1,2

Task 2: Installation of atmospheric (3DVAR) and surface (CANARI OI) analysis systems in LACE centers

The concept is to run data assimilation in each center separately in order to prepare the analysis right on the local model grid and in order to leave some freedom in the choice of the operational setup of the data assimilation system (i.e. blending with a global analysis, choice of the background error covariances, etc.). To achieve this, first of all, it is essential to compute background error covariances for each operational domain and to install and validate all the configurations of the ARPEGE/ALADIN software, which are needed in data assimilation. As a second step an assimilation cycle is to be set up, which runs on a regular basis giving a comparison with the actual operational model. Last but not least, a continuous work is required for the scientific maintenance of the data assimilation system (update with new observation types, application of results coming from research and development).

T2.3: Evaluation of the assimilation system and preparation of an operational setup 

For running an assimilation cycle on a regular basis a script system should be created. In countries already running a blending cycle, a complement with the data assimilation configurations is needed. Objective and subjective comparisons of the data assimilation suite with the actual operational model should be the basis for making a choice for the best setup for assimilation (blending, use of observations, use of background errors). 

Resources: 18 p.m (~3 p.m  / country)

Staff: Tomislav Kovacic (1.5 p.m), Antonio Stanesic (1.5 p.m), Alena Trojáková 

           (3 p.m), Xin Yan (3 p.m), RO colleague (3 p.m), Jure Cedilnik 

           (1.5 p.m), SK colleague (3 p.m)

Schedule: 2009/1,2

T2.4: Maintenance of the data assimilation system: update with new observation types and follow research and developments

A data assimilation system requires scientific maintenance even after its operational implementation, which targets a continuous update of the system with newly applicable observation types and with novelties coming from the research and development. Implicitly, this includes the installation and validation of new cycles of the ALADIN software similarly to T2.2.

Resources: 35 p.m (~5 p.m  / country)

Staff: Gergely Bölöni (3.5 p.m), Edit Adamcsek (1.5 p.m), Tomislav Kovacic (2.5 p.m), 

          Antonio Stanesic (2.5 p.m), Alena Trojáková (5 p.m), Xin Yan (5 p.m), 

          RO colleague (5 p.m), Jure Cedilnik (5 p.m), SK colleague (5 p.m)

Schedule: 2009/1,2

Task 3: Improve the atmospheric assimilation system with enhanced use of high frequency observations

The first version of LACE assimilation systems is planned to be a 3DVAR system with 6 hourly analysis cycling (Task 2). Such system implies a good usage of radiosonde (TEMP) data available at every 6 hours but not optimal for the use of any other observation types (SYNOPs, aircrafts, windprofilers, satellites and radars), which are available in a high time frequency (2-15 min. in real time but grouped in hourly timeslots for assimilation). The sub-optimality of the 6-hourly 3DVAR cycle comes from the fact that 3DVAR considers all its input observations to be valid at the analysis time. This means that observations, which were not measured at analysis times, will introduce an error into the analysis by default. There are two means to improve the situation on the short-term. One is the application of the FGAT (First Guess at Appropriate Time) technique, which reduces the error coming from the timing mismatch of the observations and the analysis. The other is the increase of the analysis frequency from 6 hours to 3 hours for instance (RUC: Rapid Update Cycling), letting more observation to match with an analysis time. The problems described above are not valid in a 4DVAR assimilation. It is important to emphasize that FGAT and RUC are not alternatives of 4DVAR on the long-term, but they should be considered as short-term solutions until 4DVAR will be available and affordable.

T3.1: Test the combination of FGAT and RUC techniques

FGAT and RUC techniques were studied already separately, both of them giving promising results. Further tests with the combination of FGAT in a 3-hourly RUC are proposed as a next step. The tests should deliver a best choice for the application of the two techniques.

Resources: 4 p.m

Staff: Gergely Bölöni (2 p.m), Guest (2 p.m)

Schedule: 2009/1,2

T3.2: Evaluation of the FGAT/RUC assimilation in comparison with the actual operational assimilation at HMS on a regular basis

If T3.1 is successful, FGAT and RUC should be implemented and run on a regular basis at HMS first enabling a continuous comparison with the actually operational 6-hourly 3DVAR suite. This will require some upgrade of the preprocessing tools and cycling scripts from technical point of view and additionally a detailed verification of results and monitoring of the observation use.

Resources: 4 p.m

Staff: Gergely Bölöni (1 p.m), Edit Adamcsek (3 p.m)

Schedule: 2009/2

	Tasks/members
	AU
	CZ
	HR
	HU
	RO
	SI
	SK

	T1.3
	0
	0
	0
	1.5
	0
	0
	0

	T1.4
	0
	0
	0
	3
	0
	0
	0

	T1.6
	0
	0
	0
	0.5
	0
	0
	0

	T2.3
	3
	3
	3
	3
	3
	3
	3

	T2.4
	5
	5
	5
	5
	5
	5
	5

	T3.1
	0
	0
	0
	2
	0
	0
	0

	T3.2
	0
	0
	0
	4
	0
	0
	0

	Total
	8
	8
	8
	19
	8
	8
	8


Table 2: Planned resources for 2009 as a breakdown of subtasks and LACE member countries (person.months)

	Persons
	T1.3
	T1.4
	T1.6
	T2.3
	T2.4
	T3.1
	T3.2
	Total

	Yan (AU)
	0
	0
	0
	3
	5
	0
	0
	8

	Trojáková (CZ)
	0
	0
	0
	3
	5
	0
	0
	8

	Kovacic (HR)
	0
	0
	0
	1.5
	2.5
	0
	0
	4

	Stanesic (HR)
	0
	0
	0
	1.5
	2.5
	0
	0
	4

	Adamcsek (HU)
	0
	0
	0
	0
	1.5
	0
	3
	4.5

	Bölöni (HU)
	0
	0
	0.5
	0
	3.5
	2
	1
	7

	?  (RO)
	0
	0
	0
	3
	5
	0
	0
	8

	Cedilnik (SI)
	0
	0
	0
	3
	5
	0
	0
	8

	? (SK)
	0
	0
	0
	3
	5
	0
	0
	8

	Szabó (HU)
	1.5
	3
	0
	0
	0
	0
	0
	4.5

	Trojáková (Data Manager)
	0
	1
	0
	0
	0
	0
	0
	1


Table 3: Planned resources for 2009 as a breakdown of subtasks and contributing persons (person.months)

4. Long-term research topics

Topic 1: Development of ALADIN 4DVAR

The development of ALADIN 4DVAR for meso-scales is very important for the long-term. LACE will contribute most probably to the design of a first version ALADIN 4DVAR prototype and to the improvement of the simplified (tangent-linear and adjoint) physics. An intensive cooperation is foreseen here with Meteo-France and HIRLAM.

Resources: 3 p.m (1.5 p.m stays / year at MF paid by MF)

Staff: Filip Vana (1.5 p.m), Alena Trojáková (1.5 p.m)

Schedule: ?

Topic 2: Research on background error modeling

On one hand the research will focus on the time variability (or flow dependency) of background errors. This will be tackled mostly by the development of an ETKF (Ensemble Transform Kalman Filter) system, which enables to evolve the background error covariance matrix in time. It would be beneficial to compare ETKF with EnsVar (Ensemble Variational Assimilation), which is the strategy chosen at Meteo France. Beside the time variability, the spatial variability of background errors will also be in the scope of this research. A member of the Slovenian team started already a work on the grid-point representation of background error variances (instead of the presently used spectral representation), which will presumably continue. A close cooperation with Meteo France is expected on both issues.

Resources: 4 p.m (1.5 p.m stays / year at MF paid by LACE)

Staff: Gergely Bölöni (1 p.m), Edit Adamcsek (3 p.m), 

Schedule: 2009

Topic 3: Research on surface assimilation

With the leadership of Meteo France, a surface assimilation scheme is being developed based on a simplified Extended Kalman Filter. This scheme will be incorporated into the externalized surface scheme (SURFEX) and will be capable for using also satellite-based inputs on the top of 2m observations. LACE will contribute to the work through preparation of specific inputs for EKF combining Land SAF (Satellite Application Facilities) and ECOCLIMAP data. A part of the work will also account for validation of NWP models using the same data. Another important component of this topic is to prepare for the technical switch to SURFEX, which is expected by the end of 2009 or during 2010. This switch will imply changes in the surface data assimilation even if the EKF assimilation will not be ready for operational use. Namely, a substitution of the present scheme coded under CANARI (conf. 701) will be needed. The reimplementation of the present surface analysis scheme is already being implemented in SURFEX to this end in Meteo France. Our aim is to get experience with the surface assimilation through SURFEX before the switch to SURFEX will happen.

Resources: 3 p.m (1.5 p.m stays / year at MF paid by LACE)

Staff: Jure Cedilnik (3 p.m)

Schedule: ?

Topic 4: Research on radar reflectivity assimilation

Meteo France is developing a facility for the assimilation of radar reflectivities in the ALADIN variational analysis. LACE is contributing to this research through the development of the quality control.

Resources: 2 p.m (1.5 p.m stays / year at MF paid by MF)

Staff: Marian Jurasek (2 p.m)

Schedule: ?

	
	AU
	CZ
	HR
	HU
	RO
	SI
	SK

	Topic1
	0
	3
	0
	0
	0
	0
	0

	Topic2
	0
	0
	0
	4
	0
	0
	0

	Topic3
	0
	0
	0
	0
	0
	3
	0

	Topic4
	0
	0
	0
	0
	0
	0
	2

	Total
	0
	3
	0
	4
	0
	3
	2


Table 4: The planned resources for long-term research topics in 2009 as a breakdown by LACE member countries (person.months)

	Persons
	Topic 1
	Topic 2
	Topic 3
	Topic 4
	Total

	Trojáková (CZ)
	1.5
	0
	0
	0
	1.5

	Vana (CZ)
	1.5
	0
	0
	0
	1.5

	Adamcsek (HU)
	0
	3
	0
	0
	3

	Bölöni (HU)
	0
	1
	0
	0
	1

	Cedilnik (SI)
	0
	0
	1.5
	0
	1.5

	Jurasek (SK)
	0
	0
	0
	1.5
	1.5


Table 5: The planned resources for long-term research topics in 2009 as a breakdown by contributing persons (person.months)

	
	Project tasks
	Long term research topics

	Persons
	T1.3
	T1.4
	T1.6
	T2.3
	T2.4
	T3.1
	T3.2
	Topic 1
	Topic 2
	Topic 3
	Topic 4
	Total

	Yan (AU)
	0
	0
	0
	3
	5
	0
	0
	0
	0
	0
	0
	8

	Trojáková (CZ)
	0
	0
	0
	3
	5
	0
	0
	1.5
	0
	0
	0
	9.5

	Vana (CZ)
	0
	0
	0
	0
	0
	0
	0
	1.5
	0
	0
	0
	1.5

	Kovacic (HR)
	0
	0
	0
	1.5
	2.5
	0
	0
	0
	0
	0
	0
	4

	Stanesic (HR)
	0
	0
	0
	1.5
	2.5
	0
	0
	0
	0
	0
	0
	4

	Adamcsek (HU)
	0
	0
	0
	0
	1.5
	0
	3
	0
	3
	0
	0
	7.5

	Bölöni (HU)
	0
	0
	0.5
	0
	3.5
	2
	1
	0
	1
	0
	0
	8

	?  (RO)
	0
	0
	0
	3
	5
	0
	0
	0
	0
	0
	0
	8

	Cedilnik (SI)
	0
	0
	0
	3
	5
	0
	0
	0
	0
	1.5
	0
	9.5

	Jurasek (SK)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1.5
	1.5

	? (SK)
	0
	0
	0
	3
	5
	0
	0
	0
	0
	0
	0
	8

	Trojáková (Data Manager)
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1


Table 6: The planned resources for both project tasks and long-term research topics in 2009 as a breakdown by contributing persons (person.months)
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