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1. Introduction

This yearly plan is the appropriate part of the 3-year LACE data assimilation plan valid for 2010. Both the plans related to the DA project and to the long-term research topics are described with the estimated manpower requirements to fulfill them.

2. Summary of planned efforts

This section describes the total sum of required human resources (projects and long-term research topics) in order to complete the data assimilation work plan for 2010. Table 1 gives an overview about the needed resources as a breakdown by countries while Table 2 shows a breakdown by persons. Further specification about the use of these resources can be found in the document later on.

	
	AU
	CZ
	HR
	HU
	RO
	SI
	SK
	Total

	Projects
	10
	13
	4
	5.5
	3
	5.5
	11
	60

	Long term research topics
	18
	6
	4
	10
	0
	10.5
	1.5
	42

	Total
	28
	19
	8
	15.5
	3
	16
	12.5
	102

	
	Projects
	Long-term research topics
	Total

	Xin Yan (AU)
	0
	8
	8

	Florian Meier (AU)
	10
	0
	10

	Stefan Schneider (AU)
	0
	10
	10

	Alena Trojáková (CZ)
	7
	0
	7

	Antonin Bucanek (CZ)
	0
	6
	6

	Patrik Benacek (CZ)
	6
	0
	6

	KristianHorvath (HR)
	1
	0
	1

	Tomislav Kovacic (HR)
	0
	4
	4

	Antonio Stanesic (HR)
	4
	0
	4

	Edit Adamcsek (HU)
	1.5
	8
	9.5

	Gergely Bölöni (HU)
	4.5
	2
	6.5

	Mirela Niculae (RO)
	3
	0
	3

	Jure Cedilnik (SI)
	2
	5
	7

	Benedikt Strajnar (SI)
	3
	5
	8

	Marian Jurasek (SK)
	0
	1.5
	1.5

	Michal Nestiak (SK)
	5
	0
	5

	Milan Kacer (SK)
	3
	0
	3

	Martin Bellus (SK)
	1
	0
	1

	Richard Habrovsky (SK)
	2
	0
	2


Table 1: Resources (person.months) for data assimilation during 

2010 as a breakdown by countries

Table 2: Resources (person.months) for data assimilation during

2010 as a breakdown by persons

3. Projects

Project name: Development of an operational data assimilation system for LACE

Responsible person: Gergely Bölöni

Responsible Center: HMS

3.1 Objectives, deliverables and resources

Objectives: It has been shown in ALADIN and other Limited Area Models (LAM) too that data assimilation can significantly improve the weather forecast. Based on this statement a project is proposed to develop an operational data assimilation system for LACE. The main characteristics of the planned data assimilation system are:

· Centralized preprocessing and monitoring of the input observations avoiding duplication of work on this issue

· Local runs of data assimilation configurations of the ALADIN software enabling to produce the analysis right on the local operational model grids
· Application of assimilation techniques that enable the best possible benefit from the available observations
Organization: According to the above goals the work will be split into three main tasks:

· Task 1: Centralized preprocessing and monitoring of observations for data assimilation

· Task 2: Installation of atmospheric (3DVAR) and surface (CANARI OI) analysis systems in LACE centers

· Task 3: Improve the atmospheric assimilation system with enhanced use of high frequency observations

Deliverables of the project (those relevant for 2010): 

· D4: Local monitoring reports in LACE centers (mid. 2010).

· D5: Daily collection of national data (radar, SYNOP, etc.) into the central preprocessing system (end of 2010).

· D6: Reports on installation and validation of 3DVAR (upper air) and CANARI OI (surface) analysis systems in LACE centers (end of 2008). RO and SK will start the installation work in 2010.
· D7: Reports on the operational use of 3DVAR (upper air) and CANARI (surface) analysis systems in LACE centers including comparison with the former operational model (end of 2009). It is expected that most of the countries will achieve an operational setup only in 2010.
· D10: Report on the operational use of the FGAT and RUC options in LACE centers including a comparison with the former operational model (end of 2010).


Figure 1: Schedule of deliverables

3.2 Detailed description of tasks

Task 1: Centralized preprocessing and monitoring of observations for data assimilation

In order to avoid duplication of work on data preprocessing the OPLACE centralized preprocessing system has been created at HMS. This includes the central preparation of all the input observation files (ASCII, BUFR, GRIB) for the program called BATOR, which prepares the ODB database. The BATOR program is regularly maintained as a part of the ARPEGE/ALADIN code, consequently it can be relatively easily installed and validated. Concerning the source of the data, in 2008-2009 only the GTS and EUMETCAST data were processed. It is only starting from 2010, that we will consider an exchange of national non-GTS radar and SYNOP data. 

T1.5: Move to local observation monitoring at each center

The goal is to have a local observation monitoring in each country in order to enable local bias corrections and true statistics of QC status of observations in the local assimilations. This requires the local installation of the monitoring software already developed at HMS in all LACE centers. In 2009 an export version has been created by DM and already CZ, HR and SI implemented the monitoring. During 2010 other countries (AU, RO, SK) will do it as well and CZ will have to redo it due to migration to a new computer.

Resources: 4 p.m

Staff: Florian Meier (1 p.m),  Mirela Nicolae (1 p.m), Michal Nestiak (1 p.m), Alena Trojakova (1 p.m), Milan Kacer (3 p.m)

Schedule: 2010/1

T1.6: Extend the centralized preprocessing and monitoring for national data

It will require a common organization work of the AL and DM to initiate the exchange of national data (mostly radars and SYNOPs will be useful for data assimilation) among LACE or even ALADIN and HIRLAM countries. This issue will get an increasing priority as going to finer scales with the assimilation system. Beside the administrative arrangements a way to include these data to OPLACE will have to be solved.

Resources: 3 p.m

Staff: Gergely Bölöni (1 p.m), Dijana Klaric (1 p.m), Alena Trojakova (1 p.m)

Schedule: 2010/1,2

Task 2: Installation of atmospheric (3DVAR) and surface (CANARI OI) analysis systems in LACE centers

The concept is to run data assimilation in each center separately in order to prepare the analysis right on the local model grid and in order to leave some freedom in the choice of the operational setup of the data assimilation system (i.e. blending with a global analysis, choice of the background error covariances, etc.). To achieve this, first of all, it is essential to compute background error covariances for each operational domain and to install and validate all the configurations of the ARPEGE/ALADIN software, which are needed in data assimilation. As a second step an assimilation cycle is to be set up, which runs on a regular basis giving a comparison with the actual operational model. Last but not least, a continuous work is required for the scientific maintenance of the data assimilation system (update with new observation types, application of results coming from research and development). 

T2.1: Computation of background errors on local domains

The computation of background errors requires a set of forecast differences created with one of the sampling methods (NMC, lagged-NMC or Ensemble method) according to the local preferences. These forecast differences are the inputs for the software for the computation of the background error covariance matrix, which should be installed and validated in each center. HR plans to re-compute their B matrix based on the Ensemble method (they have an NMC one now). In RO and SK the installation work starts next year.

Resources: 4 p.m

Staff: Kristian Horvath (1 p.m), Mirela Niculae (1 p.m), Richard Habrovsky (2 p.m)

Schedule: 2010/1

T2.2: Installation and validation of needed model configurations for data assimilation

As the input observations are required in ODB format in the ALADIN software, a tool for data conversion is to be installed and validated (BATOR). The inputs for BATOR are created and disseminated through the centralized preprocessing system described in Task 1. The BATOR program is part of the ALADIN software and beside data conversion it performs blacklisting and setting up of observation errors. Atmospheric and surface data assimilation in ALADIN requires the installation and validation of 3 further model configurations: conf. 002 (QC of observations for variational analysis), conf. 131 (variational analysis) and conf. 701 (optimum interpolation for the surface). This work was done already in AU, CZ, HR, HU, SI but it will start by the end of 2009 or at the beginning of 2010 in RO and SK. In RO, DM or AL will help with a 2 weeks visit.

Resources: 3 p.m 

Staff: Mirela Niculae (0.5 p.m), Michal Nestiak (2 p.m), Gergely Boloni helping RO (0.5 p.m)

Schedule: 2010/1

T2.3: Evaluation of the assimilation system and preparation of an operational setup 

For running an assimilation cycle on a regular basis a script system should be created. In countries already running a blending cycle, a complement with the data assimilation configurations is needed. Objective and subjective comparisons of the data assimilation suite with the actual operational model should be the basis for making a choice for the best setup for assimilation (blending, use of observations, use of background errors). In most of the countries this work continue in some extent during 2010.

Resources: 18 p.m 

Staff: Antonio Stanesic (1 p.m), Alena Trojakova (4 p.m), Florian Meier (6 p.m), Mirela Niculae (1.5 p.m), Jure Cedilnik (0.5 p.m), Benedikt Strajnar (2 p.m), Michal Nestiak (2 p.m), Martin Bellus (1 p.m)

Schedule: 2010/1

T2.4: Maintenance of the data assimilation system: update with new observation types and follow research and developments

A data assimilation system requires scientific maintenance even after its operational implementation, which targets a continuous update of the system with newly applicable observation types and with novelties coming from the research and development. Implicitly, this includes the installation and validation of new cycles of the ALADIN software similarly to T2.2. In most of the cases the maintenance will consist of installing new cycles. Also there will be work dedicated to use GPS ZTD data in AU and to include these data to OPLACE. HR will work on the possible use of radar wind data. (In HR the work will also start related to the use of radar reflectivity, see the long term research topics).

Resources: 16.5 p.m

Staff: Gergely Bölöni (3 p.m), Edit Adamcsek (1.5 p.m), Antonio Stanesic (2 p.m), Patrik Benacek (6 p.m), Florian Meier (2 p.m), Jure Cedilnik (1.5 p.m), Benedikt Strajnar (0.5 p.m)

Schedule: 2010/1,2

Task 3: Improve the atmospheric assimilation system with enhanced use of high frequency observations

The first version of LACE assimilation systems is planned to be a 3DVAR system with 6 hourly analysis cycling (Task 2). Such system implies a good usage of radiosonde (TEMP) data available at every 6 hours but not optimal for the use of any other observation types (SYNOPs, aircrafts, windprofilers, satellites and radars), which are available in a high time frequency (2-15 min. in real time but grouped in hourly timeslots for assimilation). The sub-optimality of the 6-hourly 3DVAR cycle comes from the fact that 3DVAR considers all its input observations to be valid at the analysis time. This means that observations, which were not measured at analysis times, will introduce an error into the analysis by default. There are two means to improve the situation on the short-term. One is the application of the FGAT (First Guess at Appropriate Time) technique, which reduces the error coming from the timing mismatch of the observations and the analysis. The other is the increase of the analysis frequency from 6 hours to 3 hours for instance (RUC: Rapid Update Cycling), letting more observation to match with an analysis time. The problems described above are not valid in a 4DVAR assimilation. It is important to emphasize that FGAT and RUC are not alternatives of 4DVAR on the long-term, but they should be considered as short-term solutions until 4DVAR will be available and affordable.

T3.3: Implementation of the FGAT/RUC techniques to the local assimilation systems

If comparisons at HMS prove an improvement, an upgrade of the already operational assimilation suites (6-hourly 3DVAR) is foreseen in all the LACE centers introducing FGAT and/or RUC.

Resources: 3 p.m

Staff: Alena Trojáková (1 p.m), Florian Meier (1 p.m), Benedikt Strajnar (1 p.m)

Schedule: 2010/2

	
	AU
	CZ
	HR
	HU
	RO
	SI
	SK

	T1.5
	1
	1
	1
	0
	0
	0
	4

	T1.6
	0
	1
	0
	1
	0
	0
	0

	T2.1
	0
	0
	1
	0
	1
	0
	2

	T2.2
	0
	0
	0
	0
	0.5
	0
	2

	T2.3
	6
	4
	1
	0
	1.5
	2.5
	3

	T2.4
	10
	6
	2
	4.5
	0
	2
	0

	T3.3
	1
	1
	0
	0
	0
	1
	0

	Total
	18
	13
	5
	5.5
	3
	5.5
	11


Table 3: Resources (person.months) for the data assimilation project during 2010 as a breakdown by tasks 

4. Long-term research topics

Topic 1: Testing the ALADIN 4DVAR prototype

SI and HU will maintain and improve the locally implemented ALADIN 4DVAR prototypes. This hopefully will serve as basis for research from 2011 on.

Resources: 1.5 p.m

Staff: Gergely Bölöni (1 p.m), Benedikt Strajnar (0.5 p.m)

Schedule: 2010/1,2

Topic 2: Research on background error modeling

The work will consist of the following items:

a) Comparison of Jb diagnostics obtained by downscaling ARPEGE (EnVar) and ECMWF (EnDa) ensemble data assimilation. Parallel assimilation tests will also be done. The goal is to represent the corresponding driving model's errors in the Jb statistics.

b) Assess seasonal dependence of Jb statistics by downscaling the ARPEGE EnVar system. Jb diagnostics for different seasons will be compared and parallel assimilation test will be run. 

c) Assess small scale initial and background uncertainties through LAM native ensemble data assimilation with the perturbation of observations and ETKF (Ensemble Transform Kalman Filter). Both methods enables also to represent the temporal evolution of the B matrix. It is planned also to compare the two methods. A close cooperation with Meteo France is expected on this issue.

d) Definition of Jb statistics in the presence of large scale blending in the initial conditions (BlendVar). First a comparison of lagged and downscaled ARPEGE (EnVar) ensemble Jb diagnostics will be done focusing on the representation of different scales in the different sampling methods.

Resources: 14 p.m (3 p.m stay at MF paid by LACE for Benedikt Strajnar)

Staff: Gergely Bölöni (1 p.m), Edit Adamcsek (8 p.m), Benedikt Strajnar (5 p.m), Antonin Bucanek (6 p.m)

Schedule: 2010

Topic 3: Research on surface assimilation

It is possible to use LANDSAF products (albeso, vegetation fraction and snow cover) in a simplified Kalman Filter developed for surface analysis outside the AAA code. SI will further contribute to the work through testing the impact of these LANDSAF products in the model. Meteo France is developing a simplified Extended Kalman Filter within SURFEX which will use satellites on the top of 2m observations. AU will contribute to the work on the assimilation of ASCAT data for improving the soil moisture analysis.

Resources: 15 p.m, (3 p.m stay at MF paid by LACE for Jure Cedilnik)

Staff: Jure Cedilnik (5 p.m), Stefan Schneider (10 p.m)

Schedule: 2010/1.2

Topic 4: Research on radar reflectivity assimilation

Meteo France is developing a facility for the assimilation of radar reflectivities in the ALADIN variational analysis. LACE is contributing to this research through the development of the quality control during stays at Meteo France. HR will start to work on trying to feed the reflectivity operator with ALARO microphysics fields. Also the question of data processing will be tackled collecting information what is available at the moment in LACE countries and how does it compare with the input format requirements for assimilation.

Resources:  5.5 p.m (1.5 p.m stay at MF paid by MF for Marian Jurasek)

Staff: Marian Jurasek (1.5 p.m), Tomislav Kovacic (4 p.m)

Schedule: 2010/1,2

Topic 5: Use of GPS ZTD data 

The work will account for the finalizing the preprocessing of the GPS ZTD data and then to start to assess the impact of the data by assimilation experiments.

Resources:  8 p.m 

Staff: Xin Yan (8 p.m)

Schedule: 2010/1,2

	
	AU
	CZ
	HR
	HU
	RO
	SI
	SK

	Topic1
	0
	0
	0
	1
	0
	0.5
	0

	Topic2
	0
	6
	0
	9
	0
	5
	0

	Topic3
	10
	0
	0
	0
	0
	5
	0

	Topic4
	0
	0
	4
	0
	0
	0
	1.5

	Topic5
	8
	0
	0
	0
	0
	0
	0

	Total
	18
	6
	4
	10
	0
	10.5
	1.5


Table 4: Resources (person.months) for long-term research topics 2010

5. Appendix

	Name
	Stay
	Topic

	Jure Cedilnik
	3 p.m at MF

(March-May)
	Surface assimilation of LANDSAF products

	Benedikt Strajnar


	3 p.m at MF

(March-May)
	Representation of the model error in the AA LAM analysis system

	Xin Yan
	1.5 at HMS
	Assimilation of GPS data 

	Mirela Niculae


	1 p.m at HMS
	3DVAR training (to precise later)

	Total
	8.5


Table 4: Planned research stays in 2010. The required human resources are included in previous tables already

	Workshops 
	Participants
	LACE support

	ERAD conference
	Marian Jurasek? Tomislav Kovacic?
	?


Table 5: Data assimilation workshops planned in 2010
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