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1. Introduction

The FGAT (First Guess at Appropriate Time) technique was first implemented in the
ECMWEF optimal interpolation analysis system (ECMWF, 1992). Its extension to variationa data
assimilation, the so-called 3D-FGAT system, is regarded as an intermediate step between 3D-VAR
and 4D-VAR. In contrast to 3D-VAR, which cannot handle temporal information and is restricted to
the anaysis time, 3D-FGAT is even able to take into account the tempora distribution of the
observations (though only in a limited way). The 3D-FGAT scheme was operationally used at
different forecast centres (e.g. at the ECMWEF) and it is still an operational option for HIRLAM
(Huang et al., 2002). The work with the ALADIN 3D-FGAT system started only a couple of years
ago (Soci, 2004) and up to now only a few experiments have been carried out (Dzedzc, 2005,
Vasiliu, 2006).

In this paper the recent research studies devoted to the ALADIN 3D-FGAT system at the
Hungarian Meteorological Service (HMS) are presented. These studies focused on three main
topics. At first, the choice of the temporal position of the 3D-FGAT analysis increment was
investigated. It was followed by a comparison of the 3D-VAR and 3D-FGAT systems. Finally the
possible usage of all the available SYNOP reports in the observation window was tested.

2. Theoretical background

The 3D-FGAT system can be best described as a simplification of 4D-VAR. In 4D-VAR the
anaysis is performed for a time interval (observation window) and the result is the trgjectory that
lies closest to both the x, background state (specified at the beginning of the observation window)
and the y observations. In practice the observation window is divided into n time-slots and all the
observations within a given time-slot are supposed to be valid at the middle of the time-dlot. In the
incremental formalism of 4D-VAR the anaysis is yielded by the minimization of a J cost function
with respect to the 6 x=x—x, analysisincrement. The cost function takes the following form:

J(6x)=6x"B'6x+) (d,—Hsx,) R (d—Héx,)
i=1

where
e B isthebackground error covariance matrix,

R isthe observation error covariance matrix,

H isthe tangent linear operator of the H observation operator,

M (x,) isthe background trgjectory computed by the M forecast model,

d=y—H(M(x,)) is the innovation vector that gives the departure between the
observations and the background trgectory,

6x,=M ¢ x is the increment propagated forward in time with the M tangent linear

operator of the forecast model. Both H and M are linearised along the background trajectory.

This minimization problem is solved by an iterative process that in each step requires the evaluation
of the J cost function and its V J gradient. Throughout the iterations the d innovation vector is
constant (it has to be computed only once) but in each iteration step the integration of the M
tangent linear model and its M” adjoint is required making 4D-VAR computationally expensive.
The computational costs and the scientific complexity of the problem can be greatly reduced
by using the 3D-FGAT agorithm that we get from 4D-VAR by setting the tangent linear model
operator and its adjoint to the identity M=M"=I . Thismeansthat §x.=5x soin 3D-FGAT the

following cost function has to be minimized:



J(6x)=6x"B'6x+ > (d—H65x)'R™'(d—H&x)
i=1

It can be seen that in 3D-FGAT we still have the background trajectory and the innovation vector is
computed correctly (the name FGAT comes from this fact) but the tempora information in the
increment is completely lost. As a consequence the incremental 3D-FGAT analysis is ambiguous
since the resulting analysis increment is not fixed in time and theoretically it can be added at any
time position to the background trajectory.

Further simplification of the minimization problem, by removing al the temporal
information from the system, results in the 3D-VAR agorithm with the following cost function:

J(6x)=6x"B'6x+(d—Hsx)'R™'(d—H6x)

In 3D-VAR everything refers to the analysis time that is usually the middle of the observation
window. All the observations in the observation window are supposed to be valid at this time and
there is no background trgjectory, instead the background is aso specified at the middle of the
observation window.

3. Theoretical aspects of observation handling in 3D-FGAT

The 3D-FGAT system is thought to be more advanced than 3D-VAR due to its more precise
observation handling. However, this takes effect only if there are observations at different times than
the analysis time, otherwise the two systems give identical results. Concerning the temporal-spatial
distribution of these observations two major cases can be distinguished:

1. The observing platform is moving. There can be cases when there is only one observation
for agiven location in the observation window. An example for it is a sensor on a quasi-polar
satellite. With other moving platforms it can happen that in the vicinity of certain locations
there are a plenty of observations at different times. This is the case of the aircraft-based
observations (AIREP reports).

2. The observation platform is fixed and there are more measurements within the observation
window like for the land SYNOP observations. In this case there can be more observations
at exactly the same location but with different observation times.

The theoretical investigation of these cases is quite easy if there is only one observation
location for the whole analysis. Let us suppose at first that we have only one y observation for a
model variable and it is located at a given model grid point. With these assumptions the observation
operator directly assigns some k-th element of the model space to the observation, so the innovation
can be written as d=y—(x,), and the resulting 3D-FGAT analysis increment takes the following
form:

where
e 0o, isthebackground error variance for point k in the model space,

e o, istheobservation error for the given observation.

Obvioudly, the 3D-VAR anadysis would yield the same increment but with a less accurately
computed d innovation if the observation is far from the analysis time. This may indicate the clear



advantage of 3D-FGAT over 3D-VAR for example for a sensor of a polar satellite (as it was
described above).

Let us suppose now that we have one observation with the conditions mentioned above in
each of the ntimeslots. Then the k-th element of the 3D-FGAT anaysisincrement can be written as:

If these observations would be assimilated with 3D-VAR then the increment would have the same
form again (supposing that R is diagonal) but it would be based on completely wrong d,
innovation values. This formula means that the increment is yielded as if the average background
departure were taken into account with a decreased observation error. As we mentioned this can be
the case of the land SYNOP reports and also to a certain extent of the AIREP reports. Concerning
these observation types it is not clear from the formulae presented above which solution produces
better result in 3D-FGAT: using only one observation at (or around) a certain location at the analysis
time or using akind of averaging by taking more observations at different times.

4. Implementation of 3D-FGAT in ALADIN

The implementation of the incremental 3D-FGAT system in ALADIN/ARPEGE/IFS follows
the scheme described in Chapter 2, i.e. 3D-FGAT is equivalent with an outer loop of 4D-VAR where
the tangent linear model and its adjoint is set to the identity operator. From the practical point of
view an ALADIN 3D-FGAT run is rather smilar to a 3D-VAR one. Both systems require the same
steps such as observation pre-processing, observation screening (configuration 002) and
minimization (configuration 131), but there are some relevant differences:

e In the observation pre-processing the main difference is that in 3D-FGAT the observation
window is divided into time-dots. Time-slots must be defined during the observation pre-
processing and an ODB (Observational DataBase) with timeslots has to be created.

e The screening in 3D-FGAT works with the background trajectory and the innovation vectors
(i.e. background departures) are computed using the appropriate observation times. So the
quality control using these departures is more accurate than in 3D-VAR. The background
trajectory is computed by the screening itself. This model integration is started from the x,
background state. This means that the background state is always specified at the beginning
of the observation window in contrast to 3D-VAR where it is valid at the middle of the
window. Practically 3D-FGAT runs the same screening as 4D-VAR.

e The minimization in 3D-FGAT also performs one model integration and computes the
background trgjectory again. In the end of the minimization the resulting analysis increment
is added to the background tragjectory at the beginning of the observation window, thisis the
hard-coded setting.

Concerning the computational costs a 3D-FGAT run requires an extra CPU time only for the
computation of the background trajectory. The minimization itself in 3D-FGAT is only a dightly
slower than in 3D-VAR.

5. Description of the experiments
The experiments were carried out for the period of 4-21 May, 2005 with the ALADIN
CY28T3 model version using a 12 km horizontal resolution with 37 vertical levels (up to 5 hPa).
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The integration domain is shown on Figure 1. In each experiment a 6 hour assimilation cycle with a
+3 hour observation window was used and two 48 hour model integrations were performed at 00
and 12 UTC. The first 4 days of the investigated period was regarded as a warm-up time and
forecasts were run only for the remaining two weeks of the period (8-21 May). The same B-matrix
(standard NMC) and statistics (e.g. bias correction coefficients) were used both in 3D-VAR and 3D-
FGAT. Instead of having a surface anaysis the surface fields from the ARPEGE analyses (or
forecasts) were copied into the ALADIN background. In the 3D-FGAT experiments the 6 hour
observation window was divided into 7 one hour time-slots starting at -3:30 h and ending at +3:30 h
relating to the middle of the window.

Figure 1: The integréti'odrT.d(i)main and orogragﬁy of the ALADIN mode

In the experiments all observation types available at HMS were used: land SYNOP, AIREP,
AMYV winds (from MSG), TEMP, Wind profiler observations and NOAA AMSU-A and AMSU-B
sensors. The characteristics of the reference set of observations are shown in Table 1. Beside these
observations additional parameters and observation times were used in some of the experiments.

Observations Parameters Temporal usage

SYNOP (land) | Z one report per station (closest to the andysis time)
AIREP U, VT (thinning: 25 km) |all the reports in the observation window

AMV U, V (thinning: 25 km) observations 15 minutes before the analysistime
TEMP T,U,V,Q,Z one report per station (closest to the anaysis time)
Wind profiler |U,V one report per station (closest to the andysis time)
AMSU AB | T, (thinning: 80 km) al the reports in the observation window

Table 1: The reference set of observations used in the experiments

6. Thetiming of the analysisincrement in 3D-FGAT

In the first set of experiments the timing of the analysis increment was investigated. As we
described above, the ALADIN model adds the increment to the background trgectory at the
beginning of the observation window. It means that with a 6 hour analysis scheme 3D-FGAT
analyses are available at 03, 09, 15 and 21 UTC and in order to have a 48 hour forecast from e.g. 00
UTC we have to run a 54 hour forecast from 21 UTC. This scheme (illustrated on Figure 2a) was
tested and proved to be insufficient comparing to 3D-VAR (Vasiliu, 2006). One of the reason of this
feature could be the extra 3 hours of integration that can spoil the information in the anaysis.
Another idea was that TEMP observations, which have huge impact on analysis quality, are located
at the middle of the observation window but with this scheme their effect is taken into account 3
hours before. Therefore it was thought that the increment should be added to the background
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trgectory at the middle of the assimilation window. This modified cycling scheme (that was
implemented by adding the increment to the trgjectory by an external program) can be seen on
Figure 2b.

21 00 03 06 09 21 00 03 06 09
1 1 1 1 l 1 1 1
! ! i i > — 1 ! i >
| Observations | | Observations | | Observations | | Observations |
\1 A / \  J / \1 v / \1 Y
3D-FGAT 3D-FGAT 3D-FGAT 3D-FGAT
dx Sx Ox dx
o
+6h fc +6h fc [+6nfc| [+3hfc] +3hfc
Y
analysis at analysis at anaysis at analysis at
21UTC 03UTC oouTC 06 UTC
a) increment positioned to the beginning of the window b) increment positioned to the middle of the window

Figure 2: The two cycling schemes of 3D-FGAT that were tested: using the default increment position at the beginning
of the observation window (Figure a, on the left), and adding the increment to the background trajectory at the middle
of the observation window (Figure b, on the right).

In order to test these schemes two 3D-FGAT experiments were performed using the reference
set of observations (see Table 1). The comparison of the forecasts clearly showed that the increment
should be added to the background trgjectory at the middle of the observation window: in this case
the verification scores are significantly better for both the surface and upper air parameters (Figure
3). Thus, all the 3D-FGAT experiments presented in the rest of this report were performed using this
scheme.
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Figure 3.: Difference of RMSE scores of the 00 UTC forecasts based on the original (increment at the beginning of the
window) and the modified (increment in the middle of the window) 3D-FGAT cycling schemes. Red shades indicate
that the new scheme is better, while blue shades indicate the opposite. White circles show that the difference is
significant on a 90% confidence level. The verification was performed against ARPEGE analyses. The figure order is
the following (from left to right): Z, T, RHU, U and V.



7. Comparing 3D-FGAT with 3D-VAR

For the sake of the correct comparison of 3D-FGAT with 3D-VAR the 6 hour anaysis cycling
in 3D-VAR started (at 00 UTC, 4 May) from the 3 hour forecast made by the 3D-FGAT screening.
So for the first analysis the background state of 3D-VAR and the middle point of the background
trajectory of 3D-FGAT (where the increment is positioned to) were the same. These experiments
consisted of two parts. at first the reference set of observations were used, then the usage of a
shorter (£1 hour) observation window for AIREP both in 3D-VAR an 3D-FGAT was investigated.

In these experiments the reference set of observations (see Table 1) was used with a 6h
observation window. It means that with the exception of AIREP reports and satellite radiances all
the observations were available at the analysis time. As a consequence, the difference between 3D-
VAR and 3D-FGAT must be the result of the different handling of these two observation types.

7.1.1 Comparison of observation handling

The comparison of the observation handling was carried out by the investigation of the
background departures. The analysis departures could have been also investigated, however due to
the timing problems with the 3D-FGAT anaysis increment this comparison was rather ignored. The
screening quality control (observations finally get active or rejected status) was also studied because
some of the screening tests are based on the background departures. Therefore it was expected that
for observations far from the analysis time 3D-FGAT (due to its more precise background departure
computation) would reject less observations than 3D-VAR. The results are presented in Table 2.

Total Relected Obs-Guess Mean Obs-Guess STD
3D-VAR |3D-FGAT" |3D-VAR |3D-FGAT |3D-VAR |3D-FGAT

SYNOP 7 | 87432 1412 +0.5% 55 1.49 75.88 74.04
AIREP T |647906 |192578 -5.1% 0.08 0.1 113 1.02

U |641724 188572 -5.3% 0.16 0.16 3.05 2.76

V |641724 |188572 -5.3% 0.09 0.06 3.05 2.75
SATOB U |163692 147380 -0.02% -0.44 -0.46 2.78 2.79

V 163692 |147380 -0.02% 0.32 0.78 2.67 2.74
TEMP Z [51028 4020 +0.1% -15 -16 14.4 14.4

T |131094 |3974 +0.2% 0.01 0.02 1.26 125

U [116986 |2282 +1.1% 0.2 0.2 3.05 3.05

V |116986 |2282 +1.1% -0.04 -0.05 3.04 3.04

Q [119632 |37886 +0.4% -0.03 -0.03 0.82 0.82
Windprofiler |U |69644 66250 0% 0.08 0.1 3.01 2.84

V |62838 59678 +0.2% -0.11 -0.11 242 2.56
NOAAISAMSU-A | T, | 918174 | 712434 -1.3% -0.05 -0.12 0.37 0.34
NOAAI6EAMSU-A | T, | 2461824 |2102952 |-0.3% -0.13 0.22 0.35 0.36
NOAAI6 AMSU-B | T, | 10365349 | 10192964 |-0.9% 0.04 0.01 2.95 2.89
NOAAL7AMSU-B | T, | 5565294 | 5509780 |+0.02% -0.49 -0.7 2.96 281

* :relative difference with respect to 3D-VAR

Table 2: Number of the rejected observations and background departure statisticsin the screening of the default 3D-
VAR and 3D-FGAT experiments for the whole 18-day period

It can be seen in Table 2 that the figures for 3D-VAR and 3D-FGAT are quite similar for most
of the observations. As it was expected, the largest difference was found in AIREP and satellite



radiances. Apart from these observations, the differences can be attributed to the different
backgrounds (at the analysis time) produced by the two analysis cycles. The quality of these
backgrounds can be easily estimated with the background departures from TEMP observations
(indeed it is a verification against TEMP). These values indicate that the two backgrounds at the
analysis time have nearly the same quality in both systems.

It is obvious from Table 2 that AIREP reports are handled much better in 3D-FGAT than in
3D-VAR. The investigation of the vertical profiles for AIREP departures also verifiesit. In Figure 4
it can be clearly seen that for temperature the 3D-FGAT background is much closer to the
observations in the lower part of the troposphere. This feature corresponds to the fact that
temperature near the surface can change rapidly throughout the 6 hour observation window and it
can result in large errors in the computation of innovation vectors in 3D-VAR (large differences can
occur between the edges and the centre of the observation window where the background state is
specified). On the other hand 3D-FGAT can improve this feature a lot by computing the departures
accurately. The improvement is most significant at 12 UTC (not shown) but it emerges even in the
average analysis statistics (taking 00, 06, 12 and 18 UTC all together). The two wind components
show similar features but the main difference can be found around the flight level (near 250 hPa).
The advanced computation of innovation vector is also reflected in the screening rejection statistics
because 3D-FGAT rejects adlightly less (6%) number of AIREP observations than 3D-VAR.
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Figure 4: Background departure statistics for AIREP temperature in the 3D-VAR (blue) and 3D-FGAT (magenta)
analyses (from left toright: T, U and V)

Unlike the AIREP observations, the background departure statistics for satellite radiances are
not clearly better in 3D-FGAT. Regarding the mean values the background in 3D-VAR is closer to
the observations than in 3D-FGAT while for the RMSE values the situation is just the opposite.
Besides, the number of the rejected observations in screening shows arather small difference.
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Figure 5: Temporal distribution of the active satellite radiance data for the different satellite sensors

In order to see how much the background departuresin 3D-VAR and 3D-FGAT could differ at
al, the temporal distribution of the satellite radiance data was investigated. It can be seen on Figure
5 that for all the sensors there are quite a large number of observations far from the analysis time
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(time-dlot 4), so 3D-FGAT departures are expected to be smaller than the 3D-VAR ones (both in
terms of mean and standard deviation). It isinteresting that in the case of NOAA16 AMSU-A abeit
amogt al the data are available by 2 or 3 hours later than the analysis time and yet the difference
can be only seen in the mean departures.

The reason for the larger mean background departures in 3D-FGAT might be the fact that the
bias correction coefficients were computed by 3D-VAR for both systems (Randrimampianina, 2005
and 2006). Thus, bias correction coefficients were determined from an inaccurate background
departure computation an then they were applied in 3D-FGAT. However, if it is the case it is still
unclear why 3D-FGAT is better in terms of standard deviation.

7.1.2 Comparison of forecast results

The verification for the surface parameters against SYNOP observations indicates a very
small difference between 3D-VAR and 3D-FGAT (not shown). This feature is aso reflected in the
subjective forecast evaluation: the evolution of weather systems with regards to precipitation and
cloud patterns are rather similar and the small scale differences are not systematically better or
worse in either case.

The situation is different for the upper air parameters where the verification was performed
against ARPEGE analyses (Figure 6). The RMSE scores of the 00 UTC 3D-FGAT forecasts are
dlightly better for the first 12 hours for geopotential in the upper troposphere and for U and V wind
components near the 250 hPa level. This difference proved to be significant on a 90% confidence
level. However, the geopotential in the lower troposphere in the 6-24 h forecast range is significantly
worse in 3D-FGAT. For the relative humidity there is little difference between the two systems and
the temperature forecasts are ailmost identical (not shown). For the 12 UTC runs the RM SE scores
indicates smaller differences of the same sign as for 00 UTC except the geopotential. This parameter
is worse (but not significantly) in 3D-FGAT for the first 12 hours around 250 hPa than in 3D-VAR
but slightly better after 24 hours.
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Figure 6: Difference of RMSE scores of the 00 (upper row) and 12 (lower row) UTC forecasts based on 3D-VAR and
3D-FGAT. Red shades indicate that 3D-FGAT is better, while blue shades indicate the opposite. White circles show that
the difference is significant on a 90% confidence level. The verification was based on ARPEGE analyses. The figure
order isthe following (from left to right): Z, RHU, U and V.



The bias scores of the upper air parameters show only small differences in temperature, U and
V, but a larger difference can be seen for geopotential and relative humidity (Figure 7). An
interesting feature is that for both these latter parameters the bias scores indicate just the opposite as
the RM SE scores: where 3D-FGAT is better in terms of RMSE there 3D-VAR is better in terms of
bias and vice versa. It has to be mentioned that there is a noisy pattern for geopotential in Figure 7
around 200 hPa. It was verified that this is the consequence of visualizing the difference of the
absolute values of the bias scores (the bias difference itself resulted in rather smooth fields - not
shown).
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Figure 7: Difference of absolute vaue of bias scores of the 00 (upper row) and 12 (lower row) UTC forecasts based on
3D-VAR and 3D-FGAT. Red shades indicate that 3D-FGAT is better, while blue shades indicate the opposite. White
circles show that the difference is significant on a 90% confidence level. The verification was based on ARPEGE
analyses. The figure order is the following (from left to right): Z, RHU, U and V.

The results for U and V can for the 00 UTC runs be directly attributed to the effect of AIREP
data but the case of geopotential is not straightforward. Although it can be explained as a
consequence of the improved temperature usage for AIREP in 3D-FGAT (since geopotential is
strongly linked to temperature), but then the small differences in the temperature forecasts still
remain unclear. The other problem with this assumption is related to the wrong geopotential RM SE
scoresin 3D-FGAT near the flight level at 12 UTC. Thisisinconsistent with the fact that 3D-FGAT
turned to be the most advanced in AIREP temperature handling at the 12 UTC analyses.

Another interesting feature is that although significantly more AIREP reports are used at 12
UTC than at 00 UTC but the difference between 3D-FGAT and 3D-VAR is smaller for the 12 UTC
runs (at least for U and V). It may indicate that the usage of more wind AIREP measurements
lessens the difference between 3D-FGAT and 3D-VAR in terms of forecast scores.

1.2.Using ashorter AIREP window
The evaluation of the reference experiments exhibited that the usage of AIREP reports in 3D-
FGAT is more advanced than in 3D-VAR. However, the usage of all the AIREP reports in the 6 hour
observation window is not the optima configuration for 3D-VAR since it is optimal if only
observations near the anaysis time are used. Thus, another set of experiments was run with the
same settings as in the reference experiments but in this case the observation window for AIREP
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was shrunk to +1 h in both 3D-FGAT and 3D-VAR. Please note that the results presented below are
only preliminary ones and the detailed evaluation of these experiments has not been finished yet.

The comparison of the 3D-FGAT and 3D-VAR forecast experiments using a +1 h AIREP
window is shown in Figure 8. It can be clearly seen that 3D-FGAT still performs better than 3D-
VAR for the 00 UTC forecasts while 3D-VAR is dlightly better at the 12 UTC runs in geopotential
scores. If we compare the RMSE difference patterns in Figure 8 with the reference (+3h AIREP
window) case (see Figure 6) we can conclude that the shortening of the AIREP window lessens the
difference between 3D-FGAT and 3D-VAR. It can be aso concluded that the better performance of
3D-FGAT over 3D-VAR in the reference case around 250 hPa in the first 6h is the clear
consequence of the larger AIREP window.
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Figure 8: Difference of RMSE scores of the 00 (upper row) and 12 (lower row) UTC forecasts based on 3D-VAR and
3D-FGAT experiments with £1h of AIREP window. Red shades indicate that 3D-FGAT is better, while blue shades
indicate the opposite. White circles show that the difference is significant on a 90% confidence level. The verification
was performed against ARPEGE analyses. The figure order is as follows (from left to right): Z, RHU, U and V.
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The differences observed in Figure 8 may indicate that the AIREP window is still large
enough to result in some differences between the two systems (AIREP is still distributed over 3
time-slots for 3D-FGAT in this case). Another explanation could be that this difference is caused
directly by the more precise departure computation for the satellite radiance data (coming from
polar orbit satellites) in 3D-FGAT. Thisidea could be easily verified by using no AIREP data in the
experiments.

It was aso investigated that how much the shortening of the AIREP window affects the
performance of 3D-FGAT itself. In order to test it the 3D-FGAT experiment with the +1 h AIREP
window was compared with the reference one. It can be seen in Figure 9 that the shortening of the
AIREP window degraded the forecast results both for the 00 and 12 UTC runs. The only case where
an improvement can be seen is the first 6 h of 12 UTC forecasts in around 200 hPa. An implicit
consequence of these results (and it was also exhibited by upper air verification - not shown) that the
reference 3D-FGAT configuration (with +3h AIREP window) is even better in terms of RMSE
scores than 3D-VAR with the shorter AIREP window. The only exception is the geopotential around
250 hPain thefirst 6h of the 12 UTC runs.
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Experiments: DEF6r_dd_00 - AIR1_4d_00
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Area: egeszAladin _ Score:terRMSE—sign _ Ref: ARP Val:-0.20.0

P - o
20
a0 @
-
o

Experiments: DEF6r_dd_00 - AIR1_4d_00
Par: U Period: 2005050800-2005052112
Area: egeszAladin  Score: telRMSE—sign _ Ref: ARP_ Val-0.20.0

275 = = o
h ?ij%
o
:

@

Experiments: DEF6r_dd_00 - AIR1_4d_00
ParRHU _ Period: 2005050800-2005052112
Area: egeszAladin Score: terRMSE—sign _ Ref: ARP Val-0.70.3

BEEERE
R

T 5 3
ERE8ERE
38

| =
BERERERE

s s - 4
W

§ 8 03 8 0 \TE/OJ
i
a

EdeBEdERBEREEERERE
o

BEEEEEE

—om

o
o
o
= o o o
T v 4 s % ¢
TS
.

g
g
) I N By o 4
3
) N N A
SBEEREEE
3
) N N A
ER8BE8E

SBEEBEEEEER

o

Basssd8888 85888358
wea

BEEEEEE R

oz
03
om0

Figure 9: Difference of RMSE scores of the 00 (upper row) and 12 (lower row) UTC forecasts based on 3D-FGAT with
+1h and +£3h of AIREP window. Red shades indicate that the +1h AIREP window size is better, while blue shades
indicate the opposite. White circles show that the difference is significant on a 90% confidence level. The verification
was performed against ARPEGE analyses. The figure order is as follows (from left to right): Z, RHU, U and V.

8. Using al the SYNORP reportsin 3D-FGAT

In the reference experiments only one SYNOP report (the closest one to the analysis time) for
a given station was used. However, the ALADIN 3D-FGAT system makes possible the usage of all
the (even hourly) SY NOP reports within the observation window and in each time-slot there can be
one report from a given station. As it was described in Chapter 3 it is a different case than for the
fast moving platforms such as AIREP because the location of the observations is fixed now.

In the first experiment the reference set of observations was complemented by all the available
SYNORP reports. It means that only geopotential was taken from SYNOP but it was used in all the
possible time-slots. Thus, for a given station even 7 observed geopotential values could be used by
3D-FGAT (one per each time-slot). The forecast results based on these 3D-FGAT anayses were
compared with the reference 3D-FGAT experiment (see Chapter 6.1). Both the surface (not shown)
and the upper air verification scores (Figure 10) indicate that there is an extremely small difference
between the two experiments with the exception of the geopetontial for which the reference
configuration performs significantly better for the 00 UTC runsin the 24-48 h forecast period.

In the next step the observations used in the previous experiment were complemented with all
the possible 2m temperature and relative humidity observations from SYNOP reports. The forecast
results now were compared with the modified reference 3D-FGAT experiment using also 2m
temperature and relative humidity. The comparison of the upper air scores exhibited only a small
difference between the experiments again (Figure 11). However, this time at least the scores for
geopotential are more similar and there is some improvement in wind in the upper troposphere.

All things considered we can conclude that regardless of the assimilated SYNOP parameters
the usage of SYNOP reports with all the possible times cannot improve the reference ALADIN 3D-
FGAT configuration. According to Chapter 3 the possible reason can be that the average of the
innovations for a given station does not differ too much from the innovation at the analysis time.
However, this hypothesis was not checked.
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Figure 10: Difference of RMSE scores of the 00 (upper row) and 12 (lower row) UTC forecasts based on the reference
system and the system using all the available SYNOP geopotential observations. Blue shades indicate that the reference
system is better, while red shades indicate the opposite. White circles show that the difference is significant on a 90%
confidence level. The verification was performed against ARPEGE analyses. The figure order is the following (from
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Figure 11: Difference of RMSE scores of the 00 (upper row) and 12 (lower row) UTC forecasts based on the reference
system complemented with T2 and RHU2 and the system using al the available SYNOP observations. Blue shades
indicate that the reference system is better, while red shades indicate the opposite. White circles show that the
difference is significant on a 90% confidence level. The verification was performed against ARPEGE analyses. The
figure order isthe following (from left to right): Z, RHU, U and V.

9. Concluding remarks

In this paper the ALADIN 3D-FGAT system was tested using al the observation types
avallable at HMS. As afirst result it was verified that according to the expectations the 3D-FGAT
anaysis increment should be added to the trgjectory at the middle of the observation window.

In the second step 3D-FGAT and 3D-VAR were compared using the same set of observations
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in both systems with a +3h observation window. Concerning the temporal distribution of the
observations the two systems could differ only in the different usage of AIREP and satellite radiance
data. The experiments reveaded that the 3D-FGAT analysis is more advanced in AIREP report
handling and to a less extent for satellite radiances, too. None the less the forecast results are rather
similar though 3D-FGAT is a dlightly better for the 00 UTC runs for some upper air parameters. A
shorter (£1h) AIREP observation windows was also tested and it turned out that in this case 3D-
FGAT is still better than 3D-VAR at 00 UTC. It was also verified that the usage of a shorter AIREP
window deteriorate the performance of 3D-FGAT in terms of forecast scores.

Finally the possible usage of al the land SYNOP reports (one in each time-slot for a station)
in 3D-FGAT was aso investigated. These experiments revealed that this approach cannot improve
the forecast quality.

The recent research work is related to the determination of the optimal size of the observation
window for SYNOP, AIREP and AMV reports in 3D-FGAT. Further tests with the use of satellite
radiance bias correction coefficients computed with 3D-FGAT are also planned. The possible usage
of a 3h assimilation cycle and new observation types such as SEVIRI radiances will be also
considered.
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